In Memory of Prem Paul

I dedicate this collection of papers from the 20th annual Merrill Research Retreat to the memory of one of the participants, Prem Paul. Dr. Paul first attended the Retreat in 2002, as the Vice Chancellor for Research and Economic Development at the University of Nebraska, a position he assumed in July, 2001. In the subsequent years, he was a strong supporter of the Retreat, with an appreciation of the informativeness of the meetings and the opportunity to broaden his ever-expanding network of friends and potential colleagues. He always was excited about the content, his opportunity to share the innovations in research policy and activities at the University of Nebraska, and the opportunities to enhance regional collaborations and regional representation in national research policy developments. He brought to the meeting a lively intelligence, a great depth of knowledge in not only his own discipline of veterinary medicine but also across many content areas, great communication skills, and a real joy in representing the University of Nebraska. He inspired all of us in positive ways, as he pursued big ideas and a conviction that good scientists bring the promise of the future to all of us. We are grateful that he attended the meeting in 10 of the last 15 years, even as his health was failing. We are also grateful that he provided consistent support for the Retreat, with personal involvement in the selection of his designated UNL representatives in the years when he had other professional commitments at the time and could not attend.

On behalf of the participants over the last 15 years who had the opportunity to meet Prem and benefit from his intellectual and social strengths, I express our sense of loss and our condolences to Prem’s family and many friends in the world of research activities, planning and advocacy. His legacy will be with us for a long time.

Mabel L. Rice, PhD
Fred & Virginia Merrill Distinguished Professor of Advanced Studies
University of Kansas
Director, Merrill Advanced Studies Center
January, 2017
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Introduction

Mabel Rice
The Fred and Virginia Merrill Distinguished Professor of Advanced Studies and Director, Merrill Advanced Studies Center, University of Kansas

The following papers each address an aspect of the subject of the twentieth annual research policy retreat hosted by the Merrill Center: Building Research Infrastructure: Planning for Future Needs and Implementing for Change. We are pleased to continue this program that brings together University administrators and researcher-scientists for informal discussions that lead to the identification of pressing issues, understanding of different perspectives, and the creation of plans of action to enhance research productivity within our institutions. This year the focus was on new, and continuing, challenges in developing the human capital and physical infrastructure needed for front-line research in public universities.

Our keynote speaker for the event, Dr. Kim Wilcox, reminded us of the seminal contributions of Vannevar Bush to research policy, formulated as three core principles in the 1945 publication, Science: The Endless Frontier. Federal support of basic research continues to be guided by these principles. Dr. Wilcox suggests that progress is weakest for the third principle, “Access to higher education should be based on ability, not circumstance.” He builds a case for the importance of doing better and offers as a model the success of UC Riverside in improving the outcomes of lowest-income and underrepresented minority students.

Benefactors Virginia and Fred Merrill make possible this series of retreats: The Research Mission of Public Universities. On behalf of the many participants over two decades, I express deep gratitude to the Merrills for their enlightened support. On behalf of the Merrill Advanced Studies Center, I extend my appreciation for the contribution of effort and time of the participants and in particular, to the authors of this collection of papers who found time in their busy schedules for the preparation of the materials that follow.

Twenty-one senior administrators and faculty from five institutions in Kansas, Missouri, Iowa and Nebraska attended in 2016, which marked our twentieth retreat. Though not all discussants’ remarks are individually documented, their participation was an essential ingredient in the general discussions that ensued and the preparation of the final papers. The list of all conference attendees is at the end of the publication.

The inaugural event in this series of conferences, in 1997, focused on pressures that hinder the research mission of higher education. In 1998, we turned our attention to competing for new resources and to ways to enhance individual and collective productivity. In 1999, we examined in more depth cross-university alliances. The focus of the 2000 retreat was on making research a part of the public agenda and championing the cause of research as a valuable state resource. In 2001, the topic was evaluating research
productivity, with a focus on the very important National Research Council (NRC) study from 1995. In the wake of 9/11, the topic for 2002 was “Science at a Time of National Emergency”; participants discussed scientists coming to the aid of the country, such as in joint research on preventing and mitigating bioterrorism, while also recognizing the difficulties our universities face because of increased security measures. In 2003 we focused on graduate education and two keynote speakers addressed key issues about retention of students in the doctoral track, efficiency in time to degree, and making the rules of the game transparent. In 2004 we looked at the leadership challenge of a comprehensive public university to accommodate the fluid nature of scientific initiatives to the world of long-term planning for the teaching and service missions of the universities. In 2005 we discussed the interface of science and public policy with an eye toward how to move forward in a way that honors both public trust and scientific integrity. Our retreat in 2006 considered the privatization of public universities and the corresponding shift in research funding and infrastructure. The 2007 retreat focused on the changing climate of research funding, the development of University research resources, and how to calibrate those resources with likely sources of funding, while the 2008 retreat dealt with the many benefits and specific issues of international research collaboration. The 2009 retreat highlighted regional research collaborations, with discussion of the many advantages and concerns associated with regional alliances. The 2010 retreat focused on the challenges regional Universities face in the effort to sustain and enhance their research missions, while the 2011 retreat outlined the role of Behavioral and Social sciences in national research initiatives. Our 2012 retreat discussed the present and future information infrastructure required for research success in universities, and the economic implications of that infrastructure, and the 2013 retreat discussed the increasing use of data analysis in University planning processes, and the impact it has on higher education and research. The 2014 retreat looked at the current funding environment and approaches, which could be used to improve future funding prospects. The 2015 retreat addressed the opportunities and challenges inherent in innovation and translational initiatives in the time of economic uncertainty that have an impact on goals to enhance research productivity.

Once again, the texts of this year’s Merrill white paper reveal various perspectives on only one of the many complex issues faced by research administrators and scientists every day. It is with pleasure that I encourage you to read the papers from the 2016 Merrill policy retreat on Building Research Infrastructure: Planning for Future Needs and Implementing for Change.
Executive summary

Clearing the Path on the Endless Frontier
Kim A. Wilcox, Chancellor, University of California, Riverside

- President Franklin Roosevelt tasked Dr. Vannevar Bush with creating a strategy for federal support of scientific research that built on the successes seen during wartime. With the help of scientists and scholars, Dr. Bush produced *Science: The Endless Frontier*, a document that managed to facilitate the world-changing scientific and technological developments over the last 70 years. Federal support of basic research continues to be guided by principles outlined by Bush. Among the recommendations, three core principles are essential to U.S. research.

- The federal government should fund basic research through the nation’s universities. Since 1953, the federal government has provided over 50% of the nation’s expenditures on basic research, with the majority of that funding going to universities. Recent declines present challenges for the nation’s research universities, including a reduction in research, and a narrow pipeline for early-career investigators, the future researchers.

- Free inquiry is essential to the creation of new knowledge. The freedom to pursue knowledge wherever interests lies is a foundational component of basic research. Efforts by the media and politicians to disparage the work of peer-reviewed scientist is an attack on free inquiry and threaten truly groundbreaking discovery. Scores of research projects that may have seemed trivial have led to some of the most important scientific discoveries.

- Access to higher education should be based on ability, not circumstance. Of the three core principles, this is where we are most deficient. UC Riverside stands as a national model for student success for access to higher education. UC Riverside’s efforts have improved the outcomes of lowest-income and underrepresented minority students.

- The vision for government-led research still guides our basic research efforts, but we remain woefully inadequate on the third core principle—access to higher education. The graduation rates for minorities and Pell grant recipients remain low and family income is the main factor for who succeeds at the college-level. We need to replicate the successes of those institutions that defied these trends to realize the larger societal benefits and bolster the research enterprise vital to our nation and the world.
The Knowledge Archive as Convergence: Challenges of Scale and Sustainability for Scholarly Publishers, Libraries and Museums
Alex W. Barker, Director, Museum of Art and Archaeology, University of Missouri

- Museums and libraries both hold and offer access to growing amounts of information about objects—paper, digital, or dimensional—whose value is directly related to their accessibility or findability. Both play key roles in the archiving, presentation and preservation of knowledge, what has been called the knowledge archive.

- Rates of growth of archives in museums and academic publishing are staggering. There is increasing value to publishers in expanding the number of contributions published. The same pressures are at work at museums. Another trend is the equal concern with datasets on which research is based, to promote secondary research and to promote validation of data and conclusions. The demand for open access is another trend that poses challenges to most forms of academic publishing and less-advantaged scholars find it harder to contribute, because of the cost. The implications that emerge from these trends include massive increase in curated content, a shift in authority from editors to readers, and the erosion of the traditional forms of aggregation.

- As external pressures are forcing convergence between publishers, libraries and museums, new synergies are emerging, and old distinctions borne of legacy print-based workflows are blurring. Time will tell how robust those synergies will be, and in the meantime, they offer opportunity for scholarly inquiry and implications for research infrastructure.

Child Trauma Research: Future Directions and Next Steps
Yo Jackson, Professor and Senior Scientist, Clinical Child Psychology Program/Life Span Institute, University of Kansas

- The SPARK project, a five-year longitudinal study funded by the National Institutes of Health, is an example of a large-scale effort that follow youth and their development over time. Research on youth exposure to trauma is most often directed toward the study of the rate, nature, and outcome of experiencing atypical events during development. The relation between exposure to trauma in childhood and negative health outcomes is not, however, automatic and the study of resilience seeks to determine under what conditions do youth exposed to trauma progress typically and demonstrate expected developmental milestones across social, academic, physical, emotional, and behavioral health domains.

- To access youth in foster care for research, SPARK staff had to create working relationships with a myriad of stakeholders including the State of Missouri to gain access to the youth, as well obtain each child’s case file. The staff also met and developed relationships with others, making the process time and labor intensive. The SPARK project
collected data from youth and foster parents on over 2,000 variables, while ensuring the well-being of participants.

• Data collection for the SPARK project was complete in 2015 and the staff has 10 published studies and over 15 conference presentations as a result. Though the big model is still in progress, preliminary results are available. Youth who demonstrate adaptive functioning do not have less exposure to trauma, nor are they better copers or more intelligent or have more social support. Those who fare poorly tend to have more family support, interpret trauma in a rigid manner, and tend to cope with trauma by avoiding it or enlisting the help of others.

• Projects like SPARK are not possible without the support from the university. Most beneficial to the SPARK investigator were having release time and support from the university infrastructure. As the role of community-based research at universities continues, administrators may do well to expand their definitions of faculty productivity and student success and include activities where students can get involved in projects that serve the broader community.

Technology and Research
Hannes Devos, Assistant Professor, Department of Physical Therapy and Rehabilitation Science, School of Health Professions, University of Kansas Medical Center
Abiodun Akinwuntan, Dean and Professor, School of Health Professions, University of Kansas Medical Center

• The effective transmission of knowledge has led to significant advancements in technology, which has continued to revolutionize virtually every aspect of the world we live in today. For accurate transmission of technological knowledge, research is needed.

• Driving has become a primary necessity and it is an instrumental activity of daily living. Though, it is a high-risk activity with safety implications. There has been research focused on developing methods to access and retrain drivers who have a medical condition that affects their ability to drive. Until the 1980s, assessment and retraining of these drivers took place in real cars on real roads. Researchers and clinicians have looked for safer, cheaper, and more effective technological alternatives to the on-road testing.

• Driving simulators provide an opportunity to assess and retrain affected drivers. Simulator-based assessment and intervention now offer near-realistic driving situations that allows the researchers and driving experts a better opportunity to assess and retrain.
• In the future, we plan to look at the benefits of measuring cognitive workload while performing different cognitive tasks of varying levels of difficulty in the driving simulator. Detection of abnormal changes in workload may provide early detection of cognitive decline. This can lead to interventions, which will decline progression of disease rate and prolong highest quality of life.

• To keep the vehicle of technological advancements going, it is important for universities and the industry to continue to engage in scientific partnerships. These partnerships will benefit from establishing clear agreements, effective communication, and well-defined expectations.

Animal Research Support: The Transition from Ancillary Service to Contract Research Organization
Jerry Zamzow, Assistant Vice President for Research, Iowa State University

• The use of animals in research, a vital component for advancing the human condition, is controversial at times. Public perception of the use of animals in research has shifted recently, and institutions are assuming much of the responsibility. Centralization is a mechanism that institutions are using to meet regulatory aspects, mitigate questionable research practices and reduce bias.

• The model of a Central Research Organization (CRO) is an opportunity for an institution and research offices to provide a greater level of service to principal investigators and their research. The CRO would be a one-stop shop, providing assistance in study design, development of standard operating procedures, implementing activities, and returning results.

• There are pros and cons to the CRO model. Institutional risk is mitigated by having highly trained staff involved in all areas of the study. By centrally managing the process, studies are carried out with greater confidence in regulatory and ethical integrity. CROs provide cost savings and a reduction in administrative burden for principal investigators. A negative aspect is the loss or teaching opportunity. A financial investment in the model must be made, and may not be recouped for some time, though with proper changes, the CRO will be self-sustaining, and provide a greater level of service to investigators.

The Value added of Education at a Public Research University
April C. Mason, Provost and Senior Vice President, Kansas State University

• The classification system for universities is important, and Kansas State is a very high research university. Its rankings are monitored by growth in research dollars and faculty are nominated for national awards by this category. Universities value the success of students and faculty and staff work to help students. In addition, these universities have many programs in place to help students succeed.
• Kansas legislature recently passed a law that requires public universities make available the cost of an education, time to degree, and expected salary, to determine the return on investment of an education. Although the data is flawed in most cases, the return on investments for degrees from research publics in state compared to lower research universities are not favorable. Public research universities will need to compete on the value added of an education at a public research university.

• Strategic thinking, planning and action are more important than at any other time in history of public research university education. These universities are going to have to demonstrate why an education from a research university is important, and this will include clearly communicating what they are and are not. They will need to ask what can be done to make the educational degree from the public research universities mean more, value more, help more and better prepare students.

Assessing Research Productivity
Sara Thomas Rosen, Dean of Arts and Sciences, Georgia State University

• Research universities aspire to excellence in research and scholarship, which creates additional responsibilities for administrators. The best decision for research and scholarship should be data-driven. This paper demonstrates the value of data about faculty activity by working through data from the University of Kansas. It extends on recommendations by Dr. Steinmetz at the 2014 Merrill Retreat, and shows how to use productivity data to identify factors that influence productivity.

• This paper examines eleven measures of faculty scholarly productivity. It compares the University of Kansas (KU) to ten peer institutions. Additionally, nine departments were selected for analysis. Tables and graphs summarizing faculty productivity within nine departments at eleven institutions were created and the examination of the results found three KU departments for which the results pointed to interesting patterns of productivity.

• The analysis of the Academic Analytics data for one department out of the KU social-behavioral sciences (SSI) sector indicate the need to identify and correct the hiring and promotion practices that have led to non-productive faculty. Analysis of the data show that faculty in one of the departments of KU’s natural science (NSI) sector are active in publishing and grant activity, but the work has a minimal impact on the field. This finding suggests the need for an external review team to examine the NSI department’s research activity and determine why the research impact is low. The individual data from the third KU department out of the humanities (HI) sector, reveal that half the faculty have been producing the majority of the department’s output.

• The data shows that, with one department exception, KU faculty have put their time, effort and resources into articles that are rarely cited. The University’s efforts to raise citation’s scores include hiring foundation professors who bring their citation with them, and having
faculty provide open access to their publications, which generally increases citations. Although these are useful, increasing citation scores will require centrally led, department-by-department analyses of how KU hires, mentors, and promotes its faculty.

Planning for Institutional Core Research Facilities in Uncertain Times
Joseph A. Heppert, Associate Vice Chancellor for Research, Professor of Chemistry
University of Kansas

• Public universities are challenged with creating a sustainable system or core research laboratories that serve the largest possible group of investigators. In spite of capital costs and support for research personnel, core research laboratories enhance the university’s research efficiency. Federal agencies have also come to realize the advantages of centralizing core resources.

• KU began to build core labs in the early 1970’s and KU research currently supports and administers ten core laboratories. Building a culture around the development and use of institutional core laboratories requires an institutional commitment for support, principal investigators’ support, and a strategy for optimizing laboratory function. Suggested best practices for creating a robust system of core research laboratories include cost effectiveness, sustainability, adaptability, responsiveness, engagement and outreach.

• At the University of Kansas in Lawrence, the understanding of these best practices in management of the core research labs was applied in the conceptualization and design of the new multi-user nanomaterials clean room core facility. Initially, KU had project plans of clean room spaces at three sites on campus. Instead, KU chose to close the existing facilities and build a single 5,000 square foot multi-user space and an associated 2,000 square foot dedicated cleanroom space centrally located. The state-of-art facility will be widely used by KU researchers and marketed for use by private sector partners. Professor Steve Soper, recently hired by KU, will make heavy use of the new clean room core with his research programs for cancer and other human diseases.
Enhancing University Research Through Innovations in Graduate Education
Sarah C. Larsen, Associate Dean, Graduate College, Professor, Department of Chemistry, University of Iowa

- Graduate education plays a key role in university research infrastructure at universities in the United States. Research experience is essential to the doctoral degree and is connected to the university research enterprise and faculty productivity, particularly in Science, Technology, Engineering and Mathematics (STEM). Graduate students are a critical component of the human capital supporting university research and innovation.

- However, graduate education is not immune to the challenges faced by all of higher education. Challenges in graduate education include financial support, diversity and inclusion, career training and transparency. Financial support is a critical factor contributing to degree completion. There remain concerns about completion, climate, and inclusiveness for underrepresented minorities. About one-half of doctoral graduates go onto to careers outside of academia, where their employers believe they have the research skills, yet are deficient in other skills necessary to succeed.

- Recommendations to meet the challenges are offered. Universities should engage in discussions with private donors, federal funding agencies, and industrial partners to provide financial resources of support for students. In addition to recruiting and admissions considerations related to diversity, there is a need for increased retention and completion efforts to support underrepresented minority graduate students. With decreased tenure track academic positions available for those earning doctoral degrees, there is a need for graduate colleges to provide students with early exposure to career pathways and enhanced professional development opportunities to better prepare students for academic and non-academic careers. Through these innovations in graduate education, the research mission of the university will be increased.

Infrastructure Planning and Implementation for Transformative and Incremental Research
Brian Foster, Provost Emeritus, Emeritus Professor of Anthropology
University of Missouri

- Transformative research provides the most prestige to the researcher and the institution, but it is very unpredictable, and results are long term. All serious research institutions aspire to transformative research outcomes; the question is how institutions build the infrastructure for unpredictable, long-term research results, especially in view of academic traditions like promotion and tenure, hiring practices, and institutional productivity metrics.
• Predictability of infrastructure needs is an important element in the planning of infrastructure. Yet, research is a creative act. Because it is a creative activity, capturing the needs of doing something that has not been done before is problematic. Research takes many forms that vary according to disciplines. An important difference that cuts across all disciplines is transformative versus incremental research.

• Given the broad perspective on infrastructure, high-level infrastructure is likely to be in areas of special institutional strength. The University of Missouri has several major facilities and assets that support both incremental research and provide recruitment opportunities to attract those interested in transformative research in those areas. This paper presents five unique initiatives: a very strong nuclear reactor, a research center closely linked to the functions of the reactor, an interdisciplinary group that does research and clinical services, an institute that deals with research on the future of “journalism,” and a creative facility for independent senior living. Another initiative with a focus on issues of democracy, anchored primarily in the humanities and social sciences is discussed.

• The six initiatives at the University of Missouri have potential, five having moved far along the transformative research continuum. Most important is the broad range of contributions these highly successful initiatives have produced. Infrastructure has been the key element of success for each of the initiatives. Without significant infrastructure, these initiatives would not have come to where they are. These initiatives would not have achieved the necessary infrastructure without significant external resources, and in one case, institutional commitment to bring a transformative research program to the University.

Seed Funding Programs in a Comprehensive Liberal Arts and Sciences College
Carl W. Lejuez, Dean, College of Liberal Arts & Sciences, University of Kansas
Jessica Beeson, Director of Research and Engagement, College of Liberal Arts & Sciences, University of Kansas
Maureen Cole, Assistant Director of Research and Engagement, College of Liberal Arts & Sciences, University of Kansas

• Seed funding is crucial to the success and growth of a college of liberal arts and sciences. This paper explores commonalities and differences in seed programs within and across universities, reviews a case study from the University of Maryland, and discusses key considerations in implementing a seed fund program.

• Based on a survey of ten college deans to address how seed funding is undertaken at similar institutions, we identified common features of seed-funding programs. Two common rationale for seed funding include building interdisciplinary bridges and supporting single investigators. The survey results show that seed funding had an impact on faculty morale. There was a greater focus on seed funding for the sciences, and some
deans suggested separate allocations to ensure support for the art and humanities. Survey results also indicate that there is not one common way to administer a seed fund program and the allocation of funds vary.

- The case study of the seed funding program at the college of behavioral and social sciences (BSOS) at the University of Maryland provides an analysis of a seed funding initiative. Though the initial BSOS seed funding investment had a positive influence on research funding and faculty morale, the program lacked structure and strategic direction. Carl Lejuez, the paper’s first author and former associate dean for research at the University of Maryland, revamped the BSOS program to strengthen and clarify goals, categories and allocation, selection process, metrics, and reporting and evaluation. The overhaul of the program had a dramatic impact on the return on investment, in terms of research output, staff and students hired and receiving significant development experiences, and the overall prestige of the unit.

- When developed and conducted in a strategic manner, seed funding can be an essential part of the research mission of a comprehensive liberal arts and sciences college. In times of budget uncertainty, creative strategies may be necessary to raise funds to develop seed programs. In fundraising efforts, it is important to articulate how research builds the prestige of the institution and has an impact on the education mission for students. There can be value in integrating nontraditional seed funding approaches into more traditional seed programs.

**Staying Strong and Healthy: Minimizing Cardiovascular and Metabolic Effects of Androgen Deprivation Therapy: A Study in Transition**

Sally Maliski, Dean and Professor, School of Nursing, University of Kansas Medical Center

Elisabeth Hicks, Research Associate, Oregon Health and Sciences University (OHSU) Family Medicine

Alana Enslein, Research Manager, University of Kansas School of Nursing

- This paper describes the NIH-funded randomized controlled trial of intervention to minimize cardiovascular and metabolic risk for Latino men on androgen deprivation therapy (ADT), used to treat prostate cancer. The method for the study included recruiting Latino men who initiated ADT within the past three months and randomizing the men into control and intervention groups. The procedure included taking baseline measures that were repeated at 6 and 12 months.

- Participants assigned to the intervention group received smartphones, as well individualized exercise and nutrition plans and goals. These men and their significant others received weekly calls from the study nurse and cultural liaison for three months that included an educational, activity and nutrition component. During the next three months, men received monthly calls from the cultural liaison to monitor, assist and
coach the nutrition and activity plans. There is no contact between six and 12-month
data collection visits.

- Subsamples from each group were interviewed about their choices for food selections
  and exercise. Interviewers asked the men in the intervention group about their experi-
  ence of the interventions. A constructivist grounded theory approach is being used for
  this portion of the study to explore differences in decision-making processes related to
  nutrition and activity between the two groups. Analysis will include both quantitative
  and qualitative techniques.

- At this point, the study is in transition between two major universities, which is a
  lengthy and complex process. In the transition, several issues needed to be identified
  including resources, technology, and recruitment of participants. Mechanisms for
  transfer of data collection procedure, documentation, tracking, storage and manage-
  ment had to be developed. Additionally, study equipment had to be moved to the new
  institution. Close and open communication amongst all parties, including NIH and the
  universities, has been important to a successful grant transition.

**Attracting and Retaining Competitive Faculty – Startups, Core Facilities,
and Investment Strategies…Oh My!**
Peter K. Dorhout, Vice President for Research, Kansas State University

- A key factor in meeting Kansas State’s goal of a Top 50 Public Research University by
  2025 is the ability to grow the research enterprise through focused investments in core
  facilities and institutional support structures that will enable faculty to be competitive
  for extramural funding, particularly in interdisciplinary and inter-institutional grant
  programs. Startups, core facilities, and investment strategies for research are the keys to
  attracting and retaining competitive faculty. In an environment of diminishing state
  appropriations for higher education, it has become critical to develop strategies to
  fund startups that will support new hires or retain key members.

- Startups, core facilities, and investments…oh my. This was a recurrent chant for the
  Vice President of Research at Kansas State during his first six months on the job. He
  was reminded of a famous journey for a young girl in Kansas, and the challenges facing
  the film studios in the making of the movie, *The Wizard of Oz*.

- When leadership changes, as it did when the Director of *The Wizard of Oz* left, some
  questioned the “screenplay”, which can be compared to the strategic plan at the uni-
  versity. The Strategic Plan for transforming any organization, like the screenplay for
  *Oz*, is only as good as the talent it guides and the leadership that embraces creativity
  and finds a path forward.

xvi
• Investments are unique to each institution, but they reach back to the screenplay and ultimate goal. For Kansas State, that goal is to be at Top 50. The research enterprise at K-State can be enhanced by embracing industry partnerships, which also aligns with the land-grant institution mission to bring knowledge to the public. With diminishing state resources, investing in core facilities and recruiting and retaining faculty is challenging. A change to a shared facilities model can be for the good.

• The journey of the making of The Wizard of Oz serves as a good metaphor for the coming-of-age for the research enterprise. The journey at Kansas State is one that is focused on improving our part of the world, changing for the better so students and faculty will prevail, because there really is no place like home.
Clearing the Path on the *Endless Frontier*

Kim A. Wilcox, Chancellor, University of California, Riverside

“New frontiers of the mind are before us, and if they are pioneered with the same vision, boldness, and drive with which we have waged this war we can create a fuller and more fruitful employment and a fuller and more fruitful life.”

--Franklin D. Roosevelt
Letter to Vannevar Bush
November 17, 1944

As World War II neared its end, President Franklin Roosevelt wrote to Dr. Vannevar Bush, head of the Office of Scientific Research and Development and former dean of the MIT School of Engineering. President Roosevelt tasked him with formulating a strategy for postwar federal support of scientific research that built on the successes seen during wartime. With the help of four committees of scientists and scholars, Dr. Bush produced the seminal *Science: The Endless Frontier*.

Recognizing the need for a formal national strategy of scientific research, Dr. Bush and his collaborators laid out a plan for a federal agency focused on promoting research. Five years later, his proposal was partially realized in the creation of the National Science Foundation. The principles outlined by Bush in 1945 have guided federal support of basic research ever since.

Among his recommendations, were three core principles:

- the federal government should fund basic research through the nation’s universities;
- free inquiry is essential to the creation of new knowledge;
- access to higher education should be based on ability, not circumstance.

In order to build research infrastructure and plan for future needs, it is essential that these three core pillars be integral to the U.S. research enterprise. While the first two principles have largely defined the U.S. research enterprise, with notable exceptions, there is still considerable work to be done in broadening access to higher education, particularly at the graduate level.

**I. Introduction**

Dr. Bush’s insights into building a national research strategy were born from a career as an academician, scientist, and administrator. Recognized for his engineering work in data retrieval that presaged modern computing, he was most noted for his role in guiding the U.S. research enterprise that was vital in World War II. After six years as dean at MIT, Bush was named as director of the prestigious Carnegie Institution of Washington, a major funder of research nationally. Once in Washington, D.C., he approached the White House about improving the nation’s scientific research. In 1940, he proposed and was named chairman of the National Defense Research Committee (NDRC), charged with coordinating wartime research. In 1942, he
was named director of the newly formed Office of Scientific Research and Development (OSRD) where he shepherded the creation of radar and facilitated creation of the Manhattan Project (the “Uranium Committee” had been under his supervision at both NDRC and OSRD), among other projects. In plaudits not usually reserved for Washington bureaucrats, Bush received considerable notoriety for his role during the war. A 1942 article on Collier’s magazine called him, “the man who may win the war,” and he appeared on the cover of Time magazine in 1944 under the headline, “The General of Physics.”

Prompted by Vice President Henry Wallace, a friend and neighbor of Bush, President Roosevelt asked Bush for a formal strategy on applying the lessons of wartime research to postwar federal support of science. *Science: The Endless Frontier* laid out the framework for the modern research enterprise with focus on federal support of basic research conducted by universities. This vision was partially realized in 1950 with the passing of the National Science Foundation Act of 1950, which created NSF. *Science: The Endless Frontier* has proven to be an immensely prescient document that could not have foreseen but still managed to facilitate the world-changing scientific and technological developments that have defined the last 70 years. The broad use of nuclear energy, the space race and the invention of the Internet all point to the framework of research support ideated by Bush and his collaborators. He noted at the time of writing the lack of a formal body charged with developing national science policy as well as the absence of standing committees in Congress charged with this task. In addition to formulating a national research strategy, Bush’s work was instrumental in putting the concept of “basic research” into the national consciousness. An analysis by Roger Pielke Jr at the University of Colorado, Boulder, documented the number of times the phrase “basic research” appeared in *The New York Times, Science and Nature* over the course of the twentieth century. Prior to publication of the report, the term was almost nonexistent, even in the scientific journals, but within 13 years of the report’s publication, mentions in *The New York Times* alone had gone from 4 in 1944 to 159 in 1957.

II. Federal support of university research

“The publicly and privately supported colleges, universities, and research institutes are the centers of basic research. They are the wellsprings of knowledge and understanding. As long as they are vigorous and healthy and their scientists are free to pursue the truth wherever it may lead, there will be a flow of new scientific knowledge to those who can apply it to practical problems . . .” *Science: The Endless Frontier*, p. 12

Federal funding of research universities is the bedrock of basic research in the U.S. Having managed massive government-funded research enterprises, Bush recognized that only the federal government could martial the necessary resources to adequately support research efforts that would result in major discoveries and innovations. Likewise, as a former university administrator, Bush understood that universities were uniquely qualified to perform basic research.

While government and industry are more focused on applied science, Bush argued that universities, along with a
few research institutes, were the entities most devoted to “expanding the frontiers of knowledge.” Figures 1 and 2 demonstrate how funding and research patterns have closely followed Bush’s conclusion. Since 1953, the federal government has provided over 50 percent of the nation’s expenditures on basic research, with some years surpassing 70 percent. Likewise, the majority of that funding is going to universities, hovering above 50 percent in recent years (Figure 2).
Generally speaking, federal support of basic research enjoys broad support among the American public. In a Pew Research Center study released in 2016, 71 percent of respondents agreed that government investment in basic science research pays off in the long run. This public perception is reflected in the generally steady federal funding of basic research. Figure 3 delineates the percentage of U.S. federal discretionary spending dedicated to research and development since 1962. Except for significant increases in the mid-1960s, federal support of research and development has varied between 4 and 6 percent of discretionary spending. Figure 4 represents spending in FY 2016 dollars on research and development since 1953. While the overall trend of the last 60 years is positive, the recent decline followed by stagnated funding stands as a real challenge for the nation’s research universities. The automatic funding cuts included as part of the 2013 budget sequestration were particularly deleterious to U.S. research efforts. The Chronicle of Higher Education surveyed 11,000 NIH and NSF grant principal investigators in 2014 about the effects of sequestration. Nearly half had abandoned an area of investigation they considered critical to their lab’s mission and more than three-quarters fired or failed to hire grad students and research fellows. Inconsistent funding as seen in the last few years not only affects the research itself but also narrows the pipeline for early career investigators who represent the next generation of researchers.
II: Free Inquiry

“Scientific Progress on a broad front results from the free play of free intellects working on subjects of their own choice, in the manner dictated by their curiosity for exploration of the unknown. Freedom of inquiry must be preserved under any plan of Government support . . .”

Science: The Endless Frontier, p. 12

Fundamental to Bush’s argument is the conclusion that freedom of inquiry is essential to expand the frontiers of scientific knowledge. The “free play of free intellects,” as he termed it, had to be preserved under any plan for government support of science. His report was published at the end of World War II when selling the idea of “basic research” to both public and politicians was relatively easy considering the immediate evidence of seemingly arcane scientific discovery leading to development of the atom bomb, radar and penicillin. The peer review process has been critical in balancing the need to be accountable with taxpayer funds while also allowing for researchers to pursue knowledge wherever it may be found.

Unfortunately, some politicians and media have taken to disparaging the work of peer-reviewed scientists as silly and wasteful. These efforts are an attack on free inquiry and threaten to turn the U.S. research enterprise into an effort that can only achieve innovation on the edges of discovery, rather than realizing truly groundbreaking discovery. Much of the political ire has been directed at efforts in the social and behavioral sciences. It is important to note that behavioral and social factors are responsible for more than 50 percent of the preventable injuries, illness and deaths in the U.S. Bush also argued this point, calling it “folly” to pursue the natural sciences and medicine at the cost of the social sciences and humanities.

The freedom to pursue knowledge wherever interests lie is a foundational component of basic research. Scores of seemingly esoteric, trivial or silly sounding research projects have led to some of
the most important scientific discoveries and innovations. Genomic studies of nematode worms have identified genes critical in new cancer and Alzheimer’s treatments. GPS exists because of research in atomic physics. In 1995, two grad students at Stanford were working on the NSF-supported Digital Library Project. They were working on an early search engine that they called “BackRub.” The seemingly unserious sounding BackRub became Google, the brainchild of two students, Larry Page and Sergey Brin.

IV: Broadening educational opportunities

“There are talented individuals in every segment of the population, but with few exceptions those without the means of buying higher education go without it. Here is a tremendous waste of the greatest resource of a nation—the intelligence of its citizens”

*Science: The Endless Frontier,* p. 25

Of Bush’s three core principles of a government-supported research enterprise, the third—broadening educational opportunities—is where we are most deficient. Figure 5 represents the distribution of family income among 18-to-24-year-olds who earned a bachelor’s degree. It is striking that more than half of all degrees go to individuals from the top quartile of family income while only 10 percent of degrees go to those from the lowest earning quartile. Clearly, these data are cause for concern on a variety of levels. The fact that family income still stands as a prime determining factor for whether someone will graduate from college holds not only a variety of social and economic consequences but also represents a headwind to our efforts to realize discovery and innovation through basic research. As Bush terms it, by not broadening access to higher education, we are wasting our “greatest resource.”

A causal factor for the income disparity among college graduates is that when low-income students enroll in colleges and universities, they are far less likely to graduate compared to their more affluent peers. Figure 6 compares national six-
year graduation rates with the graduation rates at UC Riverside by Pell Grant status and race/ethnicity. UC Riverside is unique nationally among research institutions in that there aren’t any graduation rate gaps across income and race/ethnicity categories. Likewise, UC Riverside has raised graduation rates campus-wide by 10 percent over the last three years.

Due to our record of student success, UC Riverside stands as a national model and a number of our efforts warrant mentioning here.

- First of all, you can’t improve outcomes of low-income and underrepresented minority students (URM) without enrolling them first. In the mid-1990s, UC Riverside made a commitment to become the most diverse, high-achieving research university in the country. That goal defines our university today. Based on our Fall 2015 enrollment data, 56 percent of our undergraduate students are Pell Grant recipients and 86 percent of our domestic undergraduate population are students of color.
- We have roughly 75 programs that cover the full gamut of student success, from student retention to career development. We closely monitor the progress and success of each program and a committee meets regularly to discuss gaps in programming and facilitate evaluation.
- Learning communities gather small groups of students into formal cohorts who take many of the same classes and receive focused academic support. Since initiating the learning communities, we’ve seen retention rates grow by 6 to 8 percent annually, with particular success among low-income and first generation students.
Approximately two-thirds of our incoming first-year students participate in learning communities.

- Facilitating undergraduate research has been a boon to student success. More than 50 percent of our students report having engaged in faculty-mentored research during their time at UC Riverside. Our undergraduate research efforts have also proven to increase interest in pursuing graduate studies.

UC Riverside is also a founding member of the University Innovation Alliance (UIA). Founded in 2014, UIA is a consortium of 11 large public research universities committed to improving outcomes among low-income and minority students. UIA is also supported by five foundations, including the Bill & Melinda Gates and Ford foundations. We are identifying and piloting new innovations to improve student success and also scaling proven innovations that improve graduation rates. The UIA collaborative initiatives include:

- Predictive analytics and data-driven interventions
- Computer-based adaptive learning to tailor to students’ needs
- Financial interventions such as financial literacy education and “just-in-time” grants
- Pre-college bridge programs that reach out to students as early as middle school
- Targeted student support that uses data to provide specific support to student subgroups

V: Conclusion

The Government should accept new responsibilities for promoting the flow of new scientific knowledge and the development of scientific talent in our youth. These responsibilities are the proper concern of Government, for they vitally affect our health, our jobs, and our national security.

*Science: The Endless Frontier, p. 8*

The vision for government-led research laid out by Vannevar Bush over 70 years ago still guides our efforts to realize discovery and achieve innovation, but considerable work still remains to reach the full potential envisioned by Bush. Out of the three core principles outlined by Bush for a successful program—federal support of university-based researchers, free inquiry, and expanded educational opportunities—we remain woefully inadequate on the third. As long as six-year graduation rates of Pell Grant recipients remain close to 50 percent and as long as only half of Latino/Hispanic students and less than half of African American students graduate in six years, we will continue to fall short of our potential in fostering research discoveries. And these figures only account for those students who make it to college in the first place. Additionally, income continues to stubbornly dictate to a large degree who succeeds at the college-level. While many institutions have proven capable of defying these trends, we need to replicate these successes on a massively larger scale not only to realize the much larger societal benefits but also bolster the research enterprise that has proven so beneficial to our nation and the world.
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The Knowledge Archive as Convergence: Challenges of Scale and Sustainability for Scholarly Publishers, Libraries and Museums

Alex W. Barker, Director, Museum of Art and Archaeology, University of Missouri

Museums and libraries are similar beasts. Both hold and offer access to growing amounts of information about objects—paper, digital, or dimensional—whose value is directly related to their accessibility or findability. Both also play key roles in the archiving, presentation and preservation of knowledge, what has been called the knowledge archive. That similarity of role is not accidental; some of the founding theorists of the American museum movement—men like John Cotton Dana—came from a library background, and envisioned both kinds of institutions as fulfilling the same societal role with differing kinds of objects. And that value was understood from the outset to be not simply educational or scholarly but social and economic--Melvil Dewey went so far as to name the first college of library science, established at Columbia in 1887, the School of Library Economy (Vann 1961:28).

As noted, they differ mainly in what kinds of objects they manage. Traditionally, at least, museums focused on specimens and artifacts, on art and dimensional ‘things’—while libraries focused on books, journals and documents, on paper and later film. Over the past several decades both kinds of institutions have converged, seeing their roles less in terms of solely managing the tangible items in their care and more in terms of managing the extant or potential information that those items convey, communicate or contain (Trant 2009; Bearman 2008).

For the most part that archive was formed through the efforts of scholars, who supported the production of knowledge through their publication of scholarship and creation of collections through research. Publication, largely via academic publishers, has long been viewed as both our primary means of disseminating scholarship and simultaneously our surest and most effective method for archiving that knowledge No single archive could systematize and collate all knowledge, and it is instead held in the back issues of thousands of different journals, held in multiple at myriad repositories and libraries, a distributed archive long before the internet made such concepts fashionable (European Bureau of Library, Information and Documentation Associations. 2009).

Museums similarly serve as archives for what we know about different aspects of the world. In natural history museums taxonomic type specimens—holotypes—backed up by the entire nomenclatural bestiary of secondary types—serve as a distributed archive across world museums of the organismal record of biological systematics, paralleling the published archive held by world libraries. In ar-
chaeological and anthropological museums, collections document cultural diversity and change, and through the careful comparison of objects and their seriation we came to define cultural sequences over broad areas and thousands of years long before the advent of radiocarbon or other chronometric techniques. And artistic traditions are founded and fixed on key museum objects perceived as central to or marking a fundamental change in the canon (Barker 2010).

Scholarship also played a key role in academic publishing, as the majority of journals were produced through scholarly societies, and their viability depended on both the volunteer labor of editors, assistant editors, reviewers, and others, and on subscription-based models funded by individual scholars and by institutions. The revenue models on which institutions like these were based are changing rapidly, and many once-solid foundations—of both the scholarly and financial kind—are eroding at a quickening pace.

Convergence of museums, libraries, and academic publishers (comprising memory institutions in the sense envisioned by Dempsey [2000]) is driven in part by the rapidly expanding scale of the archive. How quickly is it expanding? One recent study (Bormann and Mutz 2015) found that the literature grew at less than 1% annually until the middle of the 18th century, by the period between the two world wars it had risen to 2-3% annually, and had risen to 8-9% by 2010. In practical terms, this means that the time needed for the total scholarly literature to double in size has become shorter and shorter. Now it doubles in volume every decade—or less. Nor is this an outrageous result; previous bibliometric studies since 1965 have shown essentially the same trend (e.g., Price 1965, van Raan 2000; see also Riviera 2013). Using completely different methods, other researchers estimated that 1.35 million peer-reviewed papers were published annually by 2006, in line with a 2004 estimate by Elsevier to a parliamentary committee of 1.2 million peer-reviewed articles in science, technology and medicine (UK Parliament Select Committee on Science and Technology 2004).

In museums too, the growth of the archive is staggering. In the 1990s the federal Institute for Museum and Library Services estimated there were roughly 17,500 museums in the U.S., as of 2015 that number had doubled to 35,144. To put that number into perspective, today there are more museums in the U.S. than all Starbucks and McDonalds combined (Figure 1). And their collections are enormous. The National Park Service alone holds more than 63 million individual archaeological items, the larger Department of the Interior lists over 194 million as of February of this year, and the Smithsonian’s website lists more than 138 million individually cataloged objects (Barker 2001, 2010).

And rates of growth are accelerating, as many academic publishers have moved from rejection rates (or selectivity) to citations (or impact) as the primary measure of quality, meaning there is increasing value to publishers in expanding the number of contributions published. Scale has become its own currency—the bigger the archive the more valuable—and as a result we see a trend toward fewer, much larger academic publishers,
as the more commercially viable presses either absorb or bankrupt smaller houses (Figure 2). The same pressures are at work in museums. For nearly two decades cultural heritage professionals have spoken of a “curation crisis,” (e.g., Childs 1995) as there are more collections being generated—both through research and compliance activities—than there are museum shelves to hold them, or curators to make sense of them.

The very range of anthropological holdings in museums—as a single apposite example—illustrates the complexity of the challenge, including everything from saliva samples held in freezers to pollen and phytolith samples documenting climate change over tens of thousands of years—and accompanying objects documenting how human societies dealt with those changes. They include prehistoric artifacts in their millions and unique objects like the intact Confederate submarine Hunley, or Ötzi the ice man, representative of the hundreds of thousands of human remains in world museums—even if he’s aged better than most. And work on any one of those myriad objects generates new objects to be tracked across all three kinds of archive (e.g., Barker 2001).

Another trend, now formally mandated by White House policy, is a shifting emphasis from the published results of research toward an equal concern with the datasets on which research is based, partly to promote synergistic or secondary research, partly to promote validation of data and conclusions, and partly to promote greater transparency and accountability. In 2013 the Office of Science and Technology Policy (OSTP 2013) directed each federal agency funding research at significant levels to require researchers to provide detailed data management plans ensuring long-term access to all data resulting from sponsored research. In addition to preservation of and access to data from research projects, these data management plans often preserve metadata regarding the workflows associated with each dataset.

So where once we could differentiate between collections of objects on which research was done, processes of preparing, reviewing and publication of research, and access to and archiving of that research through libraries, all of those lines have now blurred. The raw data itself is now being archived, and in some cases published through peer review. OpenContext is an online initiative which aggregates, reviews and publishes research data and datasets rather than publications (Figure 3). Unlike online repositories like tDAR, OpenContext is aimed at the review and publication/dissemination—rather than long-term dark archiving—of research data, much of it based on physical objects in museums, or analytical datasets derived from such objects. Such programs further subvert and transform the boundaries between production, consumption and preservation.

Another obvious trend is the demand for open access. EU, the UK and White House directives mandate different levels of public access for any publicly funded research (e.g., OSTP 2013). While open access has gained many champions in recent years, it poses significant challenges to most forms of academic publishing, since to date it has only proven financially viable in a small number of
highly monetized disciplines, and instead of leveling the playing field for all scholars it has instead shifted the locus economic inequity. Instead of making it harder for less-advantaged scholars to access the archive (because of price), open access in its current forms effectively makes it harder for less-advantaged scholars to contribute to that archive (because of cost)—hardly a step forward (Figure 4).

Several implications emerge from these trends. First, because of reader overload (if naught else) we are likely to see a massive increase in curated content across academic publishers, libraries and museums. This includes both human-curated content—a trend we already see, largely supported through blogs, social media and other informal content providers—and algorithm based curation predicting other texts based on current selections. This also suggests a shift in authority from editors—who helped establish an intellectual space and voice for a given journal by grouping papers—to readers, who are increasingly able to select their own content, or select content based on curation by other individuals, aggregating content seamlessly across a range of titles.

This is made easier by another trend—the erosion of the traditional, legacy forms of aggregation. Print-based workflows aggregated content hierarchically by title, volume and issue, and groups of papers (selected by editors) appeared together in a single issue. While those trappings remain, articles are generally published online, separately, as soon as they’ve been accepted. Increasingly they’re consumed not as groups of articles in a given issue, but as standalone works retrieved by search, and major titles are moving from issue-based publication to continuous publishing models.

A further indication of this convergence is apparent in peer review. Once an early or initial element in the production of publications, it is increasingly expanding and becoming part of the archive of published research as well. Commercial publishers have long benefited from the volunteer labor of academic reviewers, but this too is becoming a revenue stream. Elsevier recently filed for a patent for its waterfall system of peer review, causing considerable disquiet among academics and proponents of more open systems (Blumenstyk 2016). Services like Rubriq (https://www.rubriq.com/) (Figure 5) provide presubmission, fee-based peer review, and some services like AXIOS Review (https://axiosreview.org/) offer pre-submission review and cascading submission programs which seek to place articles in multiple journals, ranked in preferred order. Peerage of Science (https://www.peerageofscience.org/), a free service, also allows pre-submission peer review, and some journals may accept such submissions based on external review in lieu of peer review by the journal itself.

The Journal of Atmospheric Chemistry and Physics (http://www.atmospheric-chemistry-and-physics.net/) (Figure 6) further blurs the boundary between production, consumption and archiving of knowledge through an iterative review process, where papers are submitted, referees comment, authors respond, the scientific community at large offers brief comments, the author revises, and the paper is published in journal format, with
all parts of the process being part of the public archive.

But while these trends are transforming the cycle of knowledge production, what of research completed before this integrative approach developed? Some initiatives are trying to reach back and salvage parts of the knowledge production cycle which would otherwise be lost. One example is GRSciColl, (Figure 7) an outgrowth of an older biodiversity collections registry, which is currently seeking to register all scientific research collections, including cultural collections. Part of its purpose is to provide unique collection identifiers that publishers could treat as authoritative pointers to the objects on which published papers are based. The initiative is community-curated, and anyone can add records and register collections. While crowd-sourced data of this kind present certain challenges in validation, they are already offering unexpected benefits. One longstanding problem in the knowledge production cycle has been that many collections are created by individual scholars, and when they die or retire the collections are orphaned, and may be lost. Through GRSciColl collections can be registered even if they aren’t held by a museum or repository, and thus the Registry also serves an unintended function as a clearinghouse for information about collections which may be at risk, and a solution for departments inheriting orphaned collections when a faculty member retires or dies.

As external pressures like these force convergence between publishers, libraries and museums, new synergies are emerging, and old distinctions borne of legacy print-based workflows are blurring. These synergies may yet dispel the old idea of forgotten specimens in museum basements, and dusty journals on creaky shelves remote from current intellectual discourse. But only time will tell how robust those synergies will prove to be, and in the meantime they offer fertile ground for both scholarly inquiry and implications for research infrastructure.
FIGURES

Figure 1: Density of Museums by Population, FY2014

Figure 2: Fewer But Larger Academic Publishers (source Nature.com; http://www.nature.com/news/nature-owner-merges-with-publishing-giant-1.16731)
**Figure 3:** Open Context, an online publication venue for peer-reviewed data sets rather than publications in the more traditional sense.

**Figure 4:** Range of Author Processing Charges (APCs) by Open Access Publishers.
Figure 5: Rubriq, an online pre-submission peer review service

Figure 6: Journal of Atmospheric Chemistry and Physics Review Cycle
Figure 7: GRSciColl: The Global Registry of Scientific Collections. An online registry attempting to uniquely identify all scientific collections held in universities, museums or other repositories.
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Child Trauma Research: Future Directions and Next Steps

Yo Jackson, Ph.D., ABPP, Professor and Senior Scientist, Clinical Child Psychology Program/Life Span Institute, University of Kansas

Research on youth exposure to trauma is most often directed toward the study of the rate, nature, and outcome of experiencing atypical events during development. Although what is considered atypical can vary, for the most part, researchers have focused their investigations on experiences like exposure to child maltreatment, parental psychopathology, parental incarceration, parental substance abuse, chronic physical illness, natural disasters/war, exposure to crime, and poverty. The result of this work in its simplest form, suggests two abiding findings: 1) the majority of youth are exposed to one or more trauma experiences during their development, and 2) exposure poses significant risk for maladjustment, yet not all youth exposed to trauma develop pathology. Recognizing trauma’s variable impact on youth functioning and the process by which trauma exposure comes to exert that impact is critical to understanding youth well-being.

Current statistics on the rates of youth exposure to trauma suggest rather staggering numbers. The approach to cataloging the rates of exposure has been twofold. One, assessment of the experiences of youth in the general population, and two, assessment of youth trauma who are known to systems of care (i.e., clinical samples, youth in juvenile detention, youth in foster care, youth enrolled in state-funded relief programs). Although considered nonnormative or atypical events, in that they are not an expected part of childhood, large-scale studies indicate that in community samples, 40-70% of over 11,000 youth sampled report exposure to at least one trauma (Finklehor, Ormrod, & Turner, 2009) before the age of 18. For clinical samples, or youth who have contact with mental health professionals and are receiving treatment, 78% report exposure to poly-victimization (Jackson, et al., 2016) or exposure to more than one traumatic event. For samples of youth involved with systems of care, recent evidence suggests that 89% of youth who have contact with the juvenile justice system for example, have a history of poly-victimization (Pane-Seifert, et al., 2016). The data regarding the impact of exposure on mental, behavioral, and physical health is also fairly staggering with the most compelling evidence coming from studies like the Adverse Childhood Experiences Survey (ACES, Felitti et al., 1998). ACES, a study of over 9,000 adults indicated that exposure to trauma during childhood has a dose-response relation, meaning that for every one additional trauma experienced, the risk for a range of negative health outcomes increased. Individuals who had, for example, four or more categories of childhood exposure, compared to those who had experienced none, had 4- to 12-fold increased health risks for alcoholism, drug abuse,
depression, and a suicide attempt as adults.

The Felitti study was a landmark for the field and for most part, research continues to document the relation between exposure and outcomes, with most efforts either expanding the kinds of trauma assessed across different kinds, or documenting the range of maladaptive outcomes believed to be related to early exposure. The relation between exposure to trauma in childhood and negative health outcomes is not, however, automatic and the study of resilience seeks to determine under what conditions do youth exposed to trauma progress typically and demonstrate expected developmental milestones across social, academic, physical, emotional, and behavioral health domains. The focus on resilience in youth has taken many forms over the years, progressing from small sample, cross-sectional studies to large-scale efforts that follow youth and their development over time. One such example of the latter is the SPARK project.

**SPARK project.**

The SPARK project – Studying Pathways to Adjustment and Resilience in Kids, is a 5-year, longitudinal study funded by the National Institutes of Health. The goal of the project was to provide first-time evidence of how characteristics of the trauma, the youth, and the youth’s environment interacted to predict well-being across a number of outcomes. The project was based on over five pilot studies that helped determine and confirm the potential role of several possible protective factors for youth exposed to trauma (i.e., resources). Specifically, the project tested how constructs known as resources such as intelligence, internal locus of control, social support, family environment, and context of the traumatic event (i.e., events between family members, events at school) operated to moderate the relation between exposure and adjustment and how one’s appraisal or interpretation and one’s coping style operated to mediate outcomes for youth exposed to trauma (see Figure 1). To ensure that the sample was exposed to significant trauma and to perhaps document the process for youth perhaps at the greatest risk for later pathology, the sample was composed entirely of youth in foster care who had a confirmed history of child abuse among many other traumatic events.

It is important to note, resilience is a process and is really not served well by cross-sectional study designs. Moreover, to test for resilience, research has to include multiple outcomes. It is not enough to show that some youth exposed to trauma are doing well in school, or have low levels of pathology, but instead to truly test resilience, one has to show reasonable functioning across a range of domains of functioning. To that end, the SPARK project assessed the mental, social, behavioral, emotional, and physical health, and academic functioning (grades and behavior in class) over time and across three-month time points. In keeping with methodological traditions in child psychology, multiple reporters are also required and the SPARK project included both youth and caregiver-report as well as teacher-report of the youths’ functioning. The youth participants were ages 8-21 and all of the youth were in the custody of the state social service agency. Each youth had been in foster care at least 30 days in their current placement and
we included youth in both traditional foster homes and residential care (i.e., 2-parent families and large facilities designed to house large numbers of youth).

Recruitment.

To access youth in foster care for research, the SPARK staff had to create working relationships with a myriad of stakeholders. Social service agencies are tasked with the protection of youth in foster care, even from well-intentioned researchers and thus it was important to ensure that the SPARK staff learned the culture of social services and modeled their expectations for cooperation accordingly. Specifically, it was important for the SPARK project to be useful for the State’s mission in regard to youth in care, to add value to the process of protecting youth in care and to show how collecting data on the youths’ well-being, including their history of abuse would be helpful to social services workers who interacted with youth and families daily. Moreover, the SPARK project required not only that the State provide access to youth in foster care (i.e., disclosing their names and foster parent contact information), but also give a copy to the SPARK staff of each child’s case file or the legal documentation of each child’s maltreatment history. Up until the SPARK project began, the state of Missouri had never granted access to the legal case file to an outside organization. To do so would require a great deal of trust on the part of the state of Missouri and a great deal of planning and care regarding the retrieval and storage of the documents. Case files include names of victims and perpetrators and specific details regarding the child’s abuse history and for some youth, the information in their case file amounts to evidence used in court proceedings, medical findings, and police reports; information whose access is managed by legal statute. The SPARK staff met with the director of the Division of Social Services for the State of Missouri as well as the director of the Children’s Division in Jackson County, Missouri to develop a plan for accessing youth in care as well as their case files. The State had to individually consent for each of the over 500 youth in foster care that ultimately became participants in the SPARK project, photocopy over 5,000 documents from the case files of these youth, and provide up-to-date contact information for the current placement of each child (placements that changed somewhat frequently over the course of the project). The SPARK project staff also met with and developed relationships with case workers, circuit court judges, court-appointed special advocates, and foster parent associations to ensure the success of the project. Needless to say, the process was time and labor intensive.

The SPARK project also collected data from each youth’s teacher via an online survey. Great care was required to ensure that with youth often shifting home placements, that the information on the youth’s current school and teacher was correct. Moreover, youth in project attended schools in over 27 different school districts, requiring permission from each district and each relevant school in a given district. Grades for each youth are not kept in a central location, nor are teachers available year round, thus it was no small undertaking for the SPARK staff to coordinate finding grade
cards and teachers throughout the project.

Data collection.

Once youth and foster parents were located, informed about the study, and agreed to participate, the process of data collection began. The SPARK project collected data from the youth and foster parents on over 2,000 variables, requiring a three-hour data collection session. Data was collected with the use of the Audio Computer Assisted Self-Interview (ACASI) where items from questionnaires are provided on the screen of a laptop computer, read aloud to the respondent over headphones and responses are stored on the computer hard drive. It was important to ensure the well-being of the participants during the project so the staff worked to provide breaks, games, snacks and support for the participants during the data collection sessions. Child care was provided for any other youth in the family and locations for data collection were chosen based on close proximity to the foster parent’s home to ensure greater ease of participation in the project. A three-part debriefing after data collection was completed and all youth were contacted 48 hours after data collection to safeguard against any negative effects of participating in the project.

Preliminary results.

Data collection for the SPARK project ended in 2015 and thus far, the staff have disseminated results in over 10 published studies and over 15 conference presentations. Although the test of the “big model” is still in progress, there are a few preliminary results that may be of interest. One, youth who demonstrate adaptive functioning (expected progress physically, mentally, emotionally) do not have less exposure to trauma than those who fare poorly, nor are they better copers or more intelligent or have more social support. What is characteristic of youth who are faring well is that they tend to have average intelligence, have more teacher support than any other kinds of support, tend to interpret events in a balanced way (see trauma events as both good and bad), and they tend to cope with trauma by directly addressing the problem. Two, those who do fare poorly across a range of developmental outcomes tend to have more family support than any other kind, see their families of origin as supportive and cohesive, tend to interpret trauma in a rigid manner (i.e., events are either all good or all bad), and they tend to cope with trauma by either avoiding it or by enlisting the help of others. It is possible that seeking others in times of stress is a good thing, however, for youth in foster care, often the “others” that are available are not adequate problem solvers to be effective in the lives of their children.

What universities can do to help?

Before federal funding was granted, the mentoring I received was invaluable. Having other investigators available and willing to discuss the application process was critical to my success. After I received the first RO1 grant, having release time to build infrastructure for the project and providing me with assistance in areas where I had little prior experience (i.e., budgets, hiring staff) was especially helpful in ensuring the success of the project. Projects like SPARK are not possible without significant support from the university infrastructure for research administration system and centers like the Life Span Institute at the University of Kansas. The university and the research staff
serve as a repository for what works in making large-scale research a reality and a training center for people to have vision for making impactful change in the lives of youth. The university has the capacity to assist investigators in building the systems (i.e., HIPPA compliant servers) that meet the needs of any project, like SPARK, where the most confidential, legal information can be easily stored, accessed and protected. This is not just a comfort to investigators, but a necessary element of any research institution that hopes to garner the trust of community and state agencies who provide direct access to special populations of youth.

The role of community-based research at universities has garnered greater and greater attention in higher education and in the wider public press. Research universities are under pressure to show their positive influence in the local community and the “stories” of university success in impacting change for the state and its residents become more and more what draws students to attend a given school. Early experiences in college can be important in laying the foundation for the development of the passion and energy that is required to effect change in the lives of youth over the long-term. University administrators may do well to expand their definitions of faculty productivity and student success to include activities that provide opportunities for students to get involved in projects that serve the broader community improvement. Education would come to mean then that students get something and give something back as the natural order of things in higher education. The important question for the future may be how universities can work to build the kind of community relationships that are necessary to create large-scale projects that facilitate learning and community good.

Unfortunately and fairly often, the university is viewed by community and state agencies as not relevant to the mission of helping others, but it does not have to be this way. One exception is the recent work my lab has done at The Children’s Place (TCP), a community mental health center in Kansas City, MO. TCP serves the mental health needs of over 200 preschool-age youth and their families who have a history of child maltreatment. Working in partnership with KU, we created a practicum where graduate and undergraduate students work to assess treatment outcomes at the agency. With our data, TCP has been able to show local foundations how investment in their programming is effective for promoting youth adjustment, resulting in now four years of funding for several graduate students, and a data collection system that is now an integral part of their intake and discharge process. As a long-term result, TCP has changed some of their approaches to treatment, which for their clients, has led to less time in foster care, better parent-child relationships, improved youth mental health, and earlier readiness for preschool. The students learned real-world application of data collection techniques that actually serve a local agency that up until recently collected almost no information on their clients and their treatment outcomes. On a personal note, the success of the project has meant that I have been asked to speak to the Board of two of the primary mental health funders in Kansas City, MO about data collection processes and have been
asked to consult on another treatment evaluation program at another treatment facility for youth in the local area. It seems once community agencies understand that the university can provide support and a shared vision of improving services for youth, other agencies are sure to follow.

Future directions.

For supporting individual investigators, several suggestions seem relatively clear. One, it is important for universities to develop a culture of understanding of the heterogeneity of faculty within a given department. Some faculty members will never need grant funding to do good work, but some will, and even for those that do not need grants, it is possible that they could do even greater things if grant support was available. For those who seek grants, it is also important to identify a grant mentor, someone not necessarily in the same discipline, but who has the experience and time to provide regular support and guidance in navigating the ever-changing world of external funding systems. The peer review system at KU (where grant applications are sent to paid external reviewers) is a good start, but not likely sufficient for new investigators to learn what they need to know to be successful funded investigator.

Moreover, there is a sense that some new investigators have (in some ways due to bad advice from universities administrators) that getting grants has a lot to do with luck, funding climate or simply having the fortune of employing several self-driven passionate, researchers at a given university. It is possible that chance is at play, but it makes much more sense for universities to be proactive and work to grow these “lucky” people. Although it is not clear if it is possible, but it would be a good idea to try to be systematic about the process, provide release time for writing grants, education about the application process, identifying funding mechanisms, and assisting faculty in building interdisciplinary teams who may have a better chance of addressing complicated research questions that can have significant application to the broader community.

It is also possible that for research administrators, it is time to rethink their role in the large-scale grant process. At most of the research meetings I hold with community organizations, especially when medical centers are involved, I find most medical administrators will make time to be present. That is, administration on the community-side of research is often very interested in participating in the research development process, but I cannot say I have found too many university administrators who see a role for themselves at these meetings. Perhaps investigators need to be more proactive as well and invite research administrators to community meetings so they can see first-hand how important their interest is to the motivation of others (investigators and community members alike) to be a part of a project.

Besides educating students, universities have to want to be known for addressing some type of problem. Much like the study of resilience in youth, most intractable social problems are complicated and multi-determined. Child maltreatment, for example is non-linear, as it does not have a one-to-one cause and effect that is easily identified. As a result, children exposed to child maltreatment
may end up with some or many or no mental health problems later in life. It is unlikely that any one lab will determine under what circumstances youth will end up in the same or many or no mental health problem pathway, thus the need to collaborate across labs and institutions is vital to untangling the effects of trauma.

Exposure to trauma is one of many “wicked problems” universities across the country are committed to addressing and it is important for everyone’s future success that universities see their important role in promoting success and manifesting change for the community.

Figure 1: SPARK Model of resilience in youth exposed to trauma
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Technology is a word that is frequently used in scientific circles but with no simple definition. It is such a complex word that it has been described to encompass three meanings: tools and instruments; culture; and knowledge. In the desire to cope with the natural demands of human existence, tools and instruments are developed to solve a variety of problems. These problems, which include but are not limited to transportation, housing, clothing, food cultivation and preservation, nutrition, communication, leisure, entertainment, and health care, are largely driven by human culture. Although the use of technology in changing the world and our immediate environment started around the mid-1700s to 1800s, the current wave of advances in technology really picked up in the mid-1940s. The significant increase in technological advancements around this period was predominantly driven by the advent of computers, new information and communication technologies, and the internet.

The creation of tools and instruments are encoded and passed on from one generation to the other as technological knowledge. For accurate transmission of technological knowledge, research was needed. Research is the systematic investigation and collection of information to establish facts, confirm existing knowledge, or develop new knowledge on any subject matter. As such, empirical observation methods, hypotheses, and inferences on laws concerning behavior of materials and environmental conditions were developed. The effective transmission of knowledge has led to significant advancements in technology, which has continued to revolutionize virtually every aspect of the world we live in today.

The automobile industry is a great example of how technology changed the world. The history of automobiles dates as far back as the 18th century. Since that time, the automobile industry has gone through several technological advancements from steam-powered vehicles, to internal combustion engines, and now electric automobiles. In the early 20th century, Henry Ford introduced the Model T, which was simple and light, yet sturdy enough to drive on the country’s primitive roads. The mass production of this automobile lowered its unit price, making it affordable for the middle class, and
transformed the road network into the driving landscape as we know it.

In the highly motorized world that we live in today, driving has become a primary necessity to the extent that it is regarded as an instrumental activity of daily living. However, driving today is also a highly risky activity with very significant safety implications. The ability to react accurately and promptly to highly time-dependent events is a major requirement to drive safely on public roads. The sequelae of many medical conditions, especially those that affect the nervous and visual systems of the human body, negatively affect the ability to drive. Examples of medical conditions that affect the nervous system include stroke, multiple sclerosis, Parkinson’s disease, Alzheimer’s disease, and traumatic brain injury. Macular degeneration, glaucoma, and retinopathies are some examples of medical conditions that affect the visual system. The focus of many research endeavors has been to develop the most efficient methods of assessing fitness-to-drive of individuals who have experienced any medical condition that has an impact on the ability to drive. Furthermore, some research activities have been directed at developing intervention programs that can be used to retrain driving performance after a medical condition. Until very early in the 1980s, assessment and retraining of fitness-to-drive after a medical condition have taken place in real vehicles, on real roads, and in real-life traffic situations. Not only are these practices unsafe, adverse conditions needed to adequately test hazard perception and avoidance skills of the individuals are not guaranteed to happen and are usually avoided, also for safety reasons.

The potential risk of accidents, the lack of standardization and reliability of on-road tests, and the costs associated with on-road driving tests, urged researchers and clinicians to look for safer, cheaper, and more effective technological alternatives to on-road testing.

**Driving Simulators**

Driving simulators offer a unique opportunity to conduct fitness-to-drive assessments and interventions in a safe environment. The use of driving simulators for these purposes started about the middle of the 20th century. The driving simulators at that time were primitive and had limited meaningful application in assessing and retraining the full spectrum of skills involved in on-road driving. The early simulators were used predominantly to evaluate the ability of the driver to appropriately control the steering wheel, operate the gas and brake pedals, accurately position the vehicle on the correct road lane, and make simple turns, but without other vehicles on the road. Performance during more complex driving activities such as driving within the speed limit, overtaking other cars, driving through busy intersections, and making left turns against oncoming traffic could not be assessed nor retrained in the early simulators. However, technological advancements have led to the development of high fidelity virtual reality driving simulators in which the more complex driving activities as well as the simple ones can be assessed and retrained with a high degree of ecological accuracy. Simulator-based assessment and intervention now offer researchers and driving assessment experts the opportunity to evaluate and retrain driving beh-
haviors in near-realistic driving situations that elicit natural reaction to such situations. For example, a driver’s response to a potentially dangerous maneuver by another driver or driving performance during adverse weather or lighting conditions can be readily evaluated in current driving simulators. The fact that the simulated drives are performed without the risk inherent in real-life driving situations and can be recorded and replayed at a future time enhance the utility of driving simulators as innovative tools for evaluating and retraining driving performance, especially in persons with medical conditions.

In various studies, we established the usefulness of a driving simulator to retrain impaired driving skills after different medical conditions including stroke, multiple sclerosis, and Parkinson’s disease. In the stroke study, a total of 83 participants between six and nine weeks after the onset of a first-ever stroke were recruited into a randomized controlled trial. Forty-two of them were randomly allocated to an experimental group that received 15 hours of structured training in a high fidelity driving simulator. All simulator scenarios were specifically created for this study and tailored to the needs of each individual driver. The other 41 participants were allocated to a control group that received 15 hours of structured cognitive rehabilitation using off-the-shelf puzzle games. In both groups, the 15 hours of training, which took place in one hour sessions, three times a week over five weeks, was in addition to standard rehabilitation. Before commencement and immediately after training, all participants performed a comprehensive fitness-to-drive evaluation that included assessments of visual, cognitive, and practical on-road driving skills. Performance on the same tests that were conducted as part of an official state-mandated fitness-to-drive evaluation at about six months after stroke onset was also documented. The study results showed improvements on the visual, cognitive, and on-road tests immediately after training in both groups and the benefit in the experimental group was superior. At the six-month evaluation, significantly (p = 0.03) more participants in the experimental group (73%) in comparison to the control group (42%) passed the fitness-to-drive after evaluation and were legally allowed to resume driving. In a long-term follow-up study that was conducted at about five years after the stroke, 60% of the 30 experimental group participants in comparison to 48% of the 31 controls again passed the official state-mandated fitness-to-drive evaluation.

Similar benefits of using the high fidelity driving simulator to improve performance of driving-related skills were observed in others studies that we conducted that included individuals with relapsing multiple sclerosis and persons with mild to moderate physical disabilities due to Parkinson’s disease.

Although the interest in driving simulation technology is growing, clinicians are still apprehensive of using simulators to evaluate and train driving skills of patients with medical conditions. Concerted efforts should be made by researchers and software manufacturers to facilitate the transition of research technology to practical implementation in the clinical community. Examples include creating user-friendly interfaces to ease
the operation of the simulator, providing summary print-outs of the data that can easily be interpreted, and demonstrating the validity of simulation technology to real-world driving performance.

**Future Plan**

In future studies, we plan to look at the benefits of measuring cognitive workload while performing different cognitive tasks of varying levels of difficulty in the driving simulator. Cognitive workload is defined as the mental effort needed to execute a task. For decades, the only established methods of measuring cognitive workload were positron emission tomography or functional magnetic resonance imaging. These neuro-imaging measures were sometimes intrusive and required subjects to lie still in a scanner while taking pictures of the brain. Consequently, these scanning techniques are not optimal to study complex cognitive tasks while driving. Recent advancements in technology showed that other measures, including electroencephalography or magnetoencephalography, functional near-infrared spectroscopy, cardiovascular measures (blood pressure), electrodermal measures, and pupillometry (changes in pupil size), can be used outside the scanner to assess cognitive workload. In our future studies, we will use pupillometry that is evoked by specific cognitive tasks with established levels of complexities because it accurately reflects fluctuations in cognitive activity over the entire time of engaging in the task. Task-evoked pupillary response (TEPR) is an involuntary reflex, caused by a decrease in parasympathetic activity in the peripheral nervous system as a result of increased cognitive workload. Our main hypothesis, based on findings in other studies, is that the known differences in cognitive workload between individuals with diagnosed progressive neurological conditions when compared to healthy individuals matched for age and education will be more accurately detected using pupillary size changes. Accurate detection of abnormal changes in cognitive workload may be a precursor and earliest indicator of cognitive decline in progressive neurological conditions. Early detection of cognitive decline will inform targeted interventions capable of slowing down the rate of disease progression thereby prolonging highest quality of life. It is our hope that as our studies develop further, we will attract the right partnership within the industry to develop innovative products that are very sensitive in detecting earliest onset of cognitive decline and offer the possibility of earlier introduction of effective interventions.

**Advocacy for Collaborative Research**

For advancements to continue to have meaningful and translational impacts on all the aspects of human activities that are technology-influenced, transmission of technological knowledge to healthcare and industry will need to be more effective and accurate. More randomized controlled trials and long term follow up studies are needed to ensure proper transmission of advancements in technology. Such trials should include reliable and valid measures to enable reproducibility and generalization from one research location to another. Associated with the increasing complexities of technology, is the issue of new forms and huge amounts of data generated by the technologies. Data mining and management are therefore important skills to
possess or procure in conducting research around current technology. Fortunately, advancements in computer technology have made effective handling, storage, and accurate analyses of humongous quantitative and qualitative data possible. Knowledge gained from technologically-based research, like any other research, should be comprehensively documented, disseminated widely, and published in peer-reviewed journals in order to add to the body of knowledge.

To keep the vehicle of technological advancements going, it is important for universities and the industry to continue to engage in scientific partnerships. For a successful university-industry partnership, not only is the support and belief of the leadership of both organizations in the partnership crucial, it needs to be a top priority. The appropriate manpower, resources, and incentives needed to ensure the success of the partnership need to be available in both organizations. Such partnerships should not be bogged down by the bureaucracies and selfish interests of both organizations. As such, it is important for a detailed memorandum of understanding that clearly establishes all the terms of agreement to ensure effective communication and clearly defined expectations between the parties in the partnership to be developed. According to Edmondson et al, 2012, when such partnerships work well, they merge the discovery-driven culture of the university with the innovation-driven environment of companies.17
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Animal Research Support: The Transition from Ancillary Service to Contract Research Organization

Jerry Zamzow, Assistant Vice President for Research
Iowa State University

The use of animals in research is a vital component in the formula for advancing the human (and animal) condition. The use of animals in research is, at times, controversial. Engaging in these activities should not be taken lightly given the lightning rod that this work can be. Public perception and understanding has shifted over the past few decades, and institutions assume much responsibility, along with significant amounts of risk when working in the sphere as we strive to advance science and knowledge. Centralizing more of this responsibility and risk is a mechanism to ensure not only the regulatory aspects of this work are met to the fullest extent, but also can be used to mitigate questionable research practices and reduce bias.

Historical Aspects of Animal Research

Though animals are used in a wide array of disciplines, the greatest use has been in the life sciences sphere. Researchers have grown through systems that have a tradition of using animal models as part of their scientific inquiry. The majority of studies utilizing animals have historically been single investigator laboratories where the principal investigators provided much of the hands-on training for staff and students. Vivarium operations largely served to provide husbandry, medical care and appropriate space for the studies to be carried out. The regulations governing the use of animals in research and compliance thereof was comparatively manageable. A strong focus on animal welfare based on performance measures was the norm.

The Shift

As society expands its understanding of the world and biological systems associated with it, understandably, public perception of the use of animals in research has also shifted. The regulations and guidance documents from governing agencies have responded to this shift as well; growing in sheer volume along with prescriptiveness in terms of engineering standards and the expectations that users of animal models are also versed in knowledge and application of the requirements. Along with written regulatory pressure, there has also been increased scrutiny from those agencies charged with upholding the regulations, along with voluntary accreditation bodies whose stamp of approval serve as a gold standard for robust animal care and use programs. That is not to say that this shift is a negative trend for animal research. I would posit that the shift is indeed a positive one in that it ensures that institutions and individual researchers are being deliberate in their approach to the matter. This trajectory, nonetheless, does pose greater risks for an institution that must be addressed and mitigated.

Along with the shift in compliance aspects, the science itself has shifted. The rise of interdisciplinary research has brought non-traditional animal users into
the space. Further, the studies that are being carried out are much more advanced in nature. Advances in in vitro and virtual realms have allowed for a reduction in the use of animals in preliminary work. This is a positive advancement, and rings true to the three paramount tenets of the use of animals in research: Reduce, Refine, and Replace—the “3Rs”. With these advances also come challenges. As the traditional “feed them and weigh them” studies at agricultural schools are now more the exception rather than the rule, the procedures to be carried out in the models are much more advanced, intense, and prescript. This brings with it a need for greater inputs on training of researchers and their staff, along with advanced space, equipment and overall expertise.

**What could a CRO look like?**

To help researchers overcome what may be perceived as barriers to using animal models, an operational model that might be employed is for an institution’s vivarium to function as a contract research organization (CRO) rather than an ancillary service. The vision would be that the vivarium functions as a “one stop shop” for investigators. The CRO would function like commercial CROs currently do by providing assistance in study design, animal use and standard operating procedure development, carrying out the activities, and subsequently returning the results to the investigative team.

**What are the pros to this model?**

Benefits to this model are potentially many. Institutional risk is mitigated by having highly trained staff being intimately involved with all aspects of a study. Reducing protocol drift and adverse events that may occur due to human error associated with unfamiliarity of techniques and procedures might also increase the reliability in results and reduce unnecessary repetition of studies due to failures; again helping achieve the goals of the aforementioned “3Rs”.

Research is an ever-changing and sometimes unpredictable endeavor, especially in biological systems. As the research unfolds, naturally investigators seek to follow the new path that they have been put on. At times, this may lead to questionable research practices that put the investigator and institution at risk. By managing the process in a controlled and unbiased environment, this fluidity can be managed to ensure that the studies are carried out with a greater confidence in regulatory and ethical integrity.

Functional and operation benefits include cost-savings to be realized for focused training efforts (i.e., a core group versus an entire institution), non-duplication of efforts and equipment, and less taxing of other systems (i.e., the IACUC). Additionally, institutions will likely garner a greater sense of confidence in their animal care and use program due to more controlled environments as the studies are carried out. Further, a more efficient use of space might be realized as the cyclical availability of researchers having students and staff to carry out the studies would be eliminated. Most importantly, principal investigator time savings will be realized through a reduction in administrative burdens and the actual time spent conducting the experiments.
What are the cons and changes needed?

As the duties of carrying out the animal studies shift to other parties, perhaps the greatest negatives to this model are the loss of a teaching opportunity and a sense of closeness to the work. Given the shift in types and disciplines that many animal studies are stemming from, the culture of animal use is not engrained, perhaps rendering this moot. Additionally, a negative would be the up-front financial costs associated with the model. Having sufficient personnel and associated expertise, along with the physical infrastructure related to equipment and space does not come without cost. While direct dollars spent may increase, the previously mentioned savings will likely offset this.

Changes needed to operationalize such a model most importantly include central support. An investment in the model would be needed to make it functional, with the realization that costs may not be recouped for some time. However, with proper changes to cost structures and fee schedules, such a program would likely become self-sustaining.

Perhaps the most significant change needed would be to the institution’s human capital. While traditional animal caretakers will always be imperative to these operations, skilled individuals not only trained in functional technique, but also scientific processes will be needed to make the CRO successful. Providing a robust and continuous training program for these individuals is a lynchpin for success of the model. Failure to do so will likely result in the loss of the many benefits.

Conclusion

In sum, the model of a CRO is an opportunity for an institution and research offices to provide a greater level of service to today’s investigators and their research. As researchers face many pressures and challenges, this is a mechanism to aid in minimizing those, while also assisting the institution in addressing the pressures and challenges it faces.
The Value added of Education at a Public Research University

April C. Mason, Ph.D., Provost and Senior Vice President
Kansas State University

The Carnegie classification system for universities is important. Kansas State University is a very high research public university. At conferences, administrators divide around this categorization. Ranking of these universities is monitored by growth in research dollars. Faculty are nominated for national awards by this category. Universities invest in startup packages to assist faculty with their research success, and success is monitored against metrics in strategic plans with research, creative activity, scholarship and discovery.

Universities also highly value student success. This factor is not added as an afterthought—faculty and staff at public research universities work to help students succeed. The intentional advising, technology to assist advisors, early warning programs, tutoring, learning communities, first year seminars—and many other programs, all are set up to assist students to be successful.

Recently, the Kansas legislature passed a law that Kansas public universities must make available the cost of education, the time to degree, and the salary a graduate can expect upon completion. The website development project was not without controversy, academic leaders were wary but the idea is sound if executed well. Students should know what they will invest and what type of return they can expect.

Each public research institution identifies peers against which they measure the progress on benchmarks of their strategic plans, all public research universities. Student enrollment professionals also identify a set of institutions, competitive peers where students decide to attend for their education. These may not be anything like a public research university.

What factors lead to competitive schools for attendance? A few include cost, value of education, undergraduate research opportunities, scholarships, advising and time to degree completion. There are many others.

What does a public research institution provide in the value added of education that a non-research university does not or cannot? Public research universities can be expensive when compared to other means of education. Although the data is flawed in many cases, the new Kansas legislatively mandated website, does not show a happy picture for the return on investment of a degree from the research publics in the state compared to the comprehensive lower research universities.

Do students know research is being conducted at public research universities? Is the percent of students growing that participate in undergraduate re-
search? Do faculty bring their own research into the classroom to help inform? Do students see a difference? Even small private liberal arts college provide some level of undergraduate research. Do the faculty and staff of large public research powerhouses get students excited about research? Do they do this for a majority of their students?

This fall at the APLU meetings in Austin, Texas, this topic of value added of public research university education is going to a big topic. Large public research universities will not compete with the regional universities on price and continue to survive. The large public universities will need to compete with the regionals on value added. Value added is not the same as quality. Personally being a product of the small liberal arts college, I do not wish to impugn the quality of education at other institutions in Kansas and elsewhere, but it is critical to show the value added of the public research education. From the very beginning of a student’s career, actually from the very first time a potential student reads material about the public research university, visits the campus, the value added of being a research intensive institution must be clear and evident.

It is critical the research superstars at a university are also in the classrooms, being teaching superstars. A great deal is asked of faculty. The alternative choices of education for today’s students are so many. Mike Leavitt of Western Governors University describes WGU having over 70,000 graduates and 60,000 current students. The average time to degree is 2.5 years at a cost of $6,000. WGU monitors a $10,000 increase in salary for graduates. Public research universities cannot compete with that, nor do they want to. But there will be students who need/want/have to have a WGU degree. What can be done to make the educational value of a degree from the public research universities mean more, value more, help more, and better prepare students?

My own two stepchildren attended Purdue University while I was a faculty member there. I am proud of the fact that one Christmas, Jeff wanted to get my father the book his history faculty member has just published on the Civil War. That faculty member told his class about his book—and that day Jeff was listening! Cleaning out my parents’ home years later after they were gone, I came across the book, inscribed by the professor, because Jeff had asked him. Scholarship of the faculty member, shared in the classroom that touched a student. This is one of many stories that can be told.

Recently at a foundation trustees meeting at Kansas State University, a panel of students were asked to talk about their experiences at the University. A trustee, a local banker asked this question to the panel: if I gave you $10 million dollars today what would you suggest be done with it for the university? The answers were truly amazing. One student indicated they would remodel the chemistry laboratories for research, another said they would increase stipends for graduate students, a third indicated they would help more students go on study abroad experiences.

Why do administrators stay in higher education administration? It is hard, the states continue to divest, there are more and more expectations, less money, and
the future does not look bright. However, the future does not look bright, if higher education stays the same. Higher education will have to be different. Administrators will have to clearly articulate what public research universities are and what they are not. Public research universities may have to be smaller, they may have to be substantially different, but they must show the value of what they are, why an education from a public research university is important and why the average undergraduate, state legislator, governor or parent should care.

Standing still is not an option. Being great at certain things and focusing on those things is essential. Strategic thinking, planning and action are more important than at any other time in the history of public research university education.
Assessing Research Productivity

Sara Thomas Rosen, Dean of Arts and Sciences
Georgia State University

Universities aspire to excellence in their classrooms, in their sports arenas, in their residence halls and cafeterias, and in the services they provide students. Research universities additionally aspire to excellence in research and scholarship. Research and scholarship aspirations create additional responsibilities for administrators: They must hire, develop, and encourage research-productive faculty; they must shore up weak departments and programs while preserving high-performing units; and they must lure top faculty from other institutions while defending their own research stars from well-funded poachers.

Whether research and scholarship at a university grow or shrink over time depends upon the decisions that administrators make. The best decisions are data-driven. Decisions aimed at increasing research and scholarship require large quantities of data, including data that extend beyond one’s own institution. For example, administrators must compare their own institution with others in order to learn how often art history faculty ought to publish books, or to learn how many articles per year an organic chemistry laboratory should produce, or to learn which of their own faculty are nationally prominent.

Data summarizing faculty activity are available commercially although at a steep price. The cost-benefit ratio of purchasing access depends upon how well an institution uses the data. The present paper demonstrates the value of data about faculty activity by working through actual data from the University of Kansas, a public research university.

The University of Kansas (KU) is a member of the Association of American Universities (AAU), one of sixty-two public and private institutions in the U.S. and Canada. AAU membership is awarded to universities that excel in research and scholarship as operationalized primarily by the following criteria:

- number of publications;\(^1\)
- number of citations;
- total grant dollars;
- number of national academy memberships.

The AAU’s attention to citations reflects a core value: Research and scholarly activity ought to have an impact. Citation counts provide the most widely accepted measure of impact.

Operationally, a publication’s citation count equals the number of other publications that cite it. A substantial literature discusses the pros and cons of citation counts and various weighted alternatives (e.g., the \(g\)-index\(^2\) and one or another version of the \(h\)-index\(^3\)). The present paper avoids the citation count controversy on the grounds that, at this time, no practical alternative exists to measuring impact through citations.

Publication counts (how many publications) and grants (how many grants and their dollar value) also measure what faculty are accomplishing. The present
paper treats four measures—citation counts, publication counts, number of grants, and grant dollars—as jointly illuminating faculty members’ research and scholarly contributions, or faculty scholarly productivity.

At the 2014 Merrill Retreat, Joseph Steinmetz discussed what The Ohio State University uses scholarly productivity data for: to compare OSU faculty with those of other institutions, to compare OSU departments and programs with those of peer institutions, to prepare program review evaluations at OSU, and to make decisions about where to invest OSU’s resources. The present paper extends Steinmetz’s recommendations by showing how to use productivity data to identify factors that influence productivity.

Methods

Academic Analytics Dataset and Major Metrics

Academic Analytics furnishes counts and sums of book publications, journal publications, citations, grants, grant dollars, and conference talks. Counts and sums are difficult to compare across universities because they depend upon the size of a department or program. The Academic Analytics database therefore adjusts counts and sums by dividing by the number of faculty in a department. The present paper examined eleven measures. The measures examined are listed in Table 1.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Type of Measure</th>
<th>Collection Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of Faculty Who Published a Book</td>
<td>Percentage</td>
<td>2005-2014</td>
</tr>
<tr>
<td>Mean Number of Books Per Faculty Member</td>
<td>Ratio</td>
<td>2005-2014</td>
</tr>
<tr>
<td>Percent of Faculty Who Published a Journal Article</td>
<td>Percentage</td>
<td>2011-2014</td>
</tr>
<tr>
<td>Mean Number of Journal Articles per Faculty Member</td>
<td>Ratio</td>
<td>2011-2014</td>
</tr>
<tr>
<td>Percent of Faculty With a Citation</td>
<td>Percentage</td>
<td>2010-2014</td>
</tr>
<tr>
<td>Mean Number of Citations per Faculty Member</td>
<td>Ratio</td>
<td>2010-2014</td>
</tr>
<tr>
<td>Mean Number of Citations per Article</td>
<td>Ratio</td>
<td>2010-2014</td>
</tr>
<tr>
<td>Percent of Faculty Awarded a Grant</td>
<td>Percentage</td>
<td>2011-2014</td>
</tr>
<tr>
<td>Mean Number of Grants per Faculty Member</td>
<td>Ratio</td>
<td>2011-2014</td>
</tr>
<tr>
<td>Mean Grant Dollars per Faculty Member</td>
<td>Ratio</td>
<td>2011-2014</td>
</tr>
<tr>
<td>Mean Dollars per Grant</td>
<td>Ratio</td>
<td>2011-2014</td>
</tr>
</tbody>
</table>
At present, the database only collects citations of journal articles found within journal articles. The dataset does not yet collect citations of books or citations found within books.

Institutions

The present paper compared the University of Kansas to its peer institutions, some comparable and others aspirational. KU’s peer institutions (as approved by the Kansas Board of Regents) are:

- Indiana University
- Michigan State University
- University at Buffalo
- University of Colorado – Boulder
- University of Florida
- University of Iowa
- University of Missouri – Columbia
- University of North Carolina – Chapel Hill
- University of Oregon
- University of Virginia

Although the database tracks the activity of individual faculty, data about a university’s individual faculty are visible only to subscribers within that university. In the interest of preserving confidentiality, this paper avoided identifying individual faculty at KU. The paper also de-identified KU’s peer institutions (KU is labeled “K” in the figures that follow).

Departments

Nine departments were selected for detailed analysis before examining any productivity data. Several criteria guided the selection. First, all nine departments are typically found within a college of (liberal) arts and sciences (as opposed to, say, computer science, which often resides within schools of engineering). Second, departments had to have at least ten faculty members in each of the eleven institutions. Third, the selection process avoided departments that were heterogeneous across universities because of highly specialized subfields.

The next step was to prepare tables and graphs that summarized faculty productivity within all nine departments of all eleven institutions. Department-by-department examination of the results found three departments for which the results pointed to interesting patterns of productivity. Those three departments included one in the social-behavioral sciences (SS1), one in the natural-mathematical sciences (NS1), and one in the humanities (H1). The Results section begins by examining SS1, NS1, and H1 in depth, and concludes by summarizing the productivity of all nine departments.

Results

Social Science – SS1

As measured by the number of faculty, department SS1 is slightly small relative to KU’s peer institutions.

Books

Sixty-seven percent (67%) of the KU’s SS1 faculty published a book during the Academic Analytics data collection period, slightly higher than average for the peers. (The percentages for the peers ranged from 54% to 76%.) Averaged over all of the department’s faculty (ignoring whether they published a book), the mean number of books per faculty was 1.2 (Figure 1), slightly higher than average for the peer institutions.
**Figure 1: SS1 book publications per faculty member**

![Bar chart showing book publications per faculty member for different departments.]

**Articles**

Only 39% of the KU SS1 department’s faculty published an article during the Academic Analytics data collection period. Among the peer institutions, the next lowest value was 67% and the median was between 79% and 83%. Averaged over all of the KU SS1 department’s faculty (no matter whether they published an article), the mean journal publications per faculty was 1.39 (Figure 2). The median value among the peer institutions was over 3.5 journal publications.

**Figure 2: SS1 journal publications per faculty member**
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Citations

For KU’s SS1 faculty, the mean number of citations of KU faculty’s journal articles was 18 (Figure 3), about average relative to the peers.

In contrast to the overall citation counts, the mean number of citations per journal article was extraordinarily high (Figure 4) at 8.95 citations. The faculty of the peer institutions typically had 5 to 6 citations per journal publication.

Figure 3: SS1 Citations per faculty member
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Figure 4: SS1 Citations per publication
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**SS1: Discussion of research productivity**

Within the SS1 department, more faculty have published books (67%) than journal articles (39%). Nonetheless, the SS1 faculty have an average number of citations. The average citation value results from a balance of two findings: first, the small number of SS1 faculty who have been publishing articles, and second, the high mean number of citations per publication. Those SS1 faculty who have been publishing journal articles have produced highly cited—*impactful*—work.

Inspection of the data for individual Kansas faculty (only available to registered KU users) showed that only two if KU’s SS1 faculty had been publishing journal articles. (The same two faculty members have been receiving substantial grants, in contrast to the other SS1 faculty). The two faculty who have been publishing articles, accruing citations, and winning grant awards are the department’s two most senior faculty members.

The SS1 department’s books-rather-than-journals publishing pattern is problematic for the university as a whole, because the AAU’s metrics reward journal articles and grants more than books. The department’s focus on books impedes KU’s efforts to remain in the AAU.

One could argue that, within the field of the SS1 department, books contribute as much or more than journal articles, even though the SS1 departments of KU’s peer institutions are far more oriented towards journal publications. The argument is flawed, however, because 33% of KU’s SS1 faculty did not publish a book during the Academic Analytics ten-year collection period. Even ignoring the two highly cited senior faculty, several SS1 faculty did not publish a book.

The Academic Analytics data indicate that KU’s SS1 faculty productivity is generically low. According to the Academic Analytics database, only two very senior faculty members are publishing a substantial number of journal articles; the department has no young, productive journal-oriented faculty. It has been twenty years since the department last hired and retained a productive journal-oriented faculty member. The data suggest a question: *Why?* What caused the twenty-plus year drought? The answer may lie in the department’s hiring, retention, and mentoring practices, or in the department’s and college’s tenure and promotion standards. A first step towards increasing productivity would be to identify and correct the hiring and promotion practices that led to non-productive faculty.

**Natural Science – NS1**

Books are sufficiently rare within NS1’s field so as to obviate comparative analyses.

**Articles**

Within KU, almost all (96%) of the NS1 department’s faculty have published an article during the Academic Analytics four-year data collection period. The two lowest values among the peers are 85% and 90%.
The number of journal publications per faculty member was 12.6 (Figure 5), a somewhat low value relative to KU’s peers. Half of the peers had more than 15 journal publications during the same time period.

**Figure 5: NS1 Journal publications per faculty member**

<table>
<thead>
<tr>
<th>Journal Pubs/Faculty</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>12.6</td>
<td>14.6</td>
<td>17.7</td>
<td>19.7</td>
<td>19.7</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>11.5</td>
<td>14.3</td>
<td>19.7</td>
<td>19.7</td>
<td>19.7</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>11.7</td>
<td>14.6</td>
<td>17.7</td>
<td>19.7</td>
<td>19.7</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>14.6</td>
<td>17.7</td>
<td>21.4</td>
<td>22.0</td>
<td>22.0</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>19.7</td>
<td>21.4</td>
<td>22.0</td>
<td>22.0</td>
<td>22.0</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>401</td>
<td>483</td>
<td>728</td>
<td>728</td>
<td>728</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>188</td>
<td>265</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>228</td>
<td>281</td>
<td>306</td>
<td>401</td>
<td>401</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>230</td>
<td>281</td>
<td>306</td>
<td>401</td>
<td>401</td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td></td>
</tr>
</tbody>
</table>

**Citations**

KU’s NS1 faculty accrued 185 citations during the five-year collection period (Figure 6). The value of 185 is lower than for any of KU’s peers. Half of the peers had means above 300 citations per faculty member. The highest of the peer departments had a mean almost four times that of KU.

**Figure 6: NS1 Citations per faculty member**

<table>
<thead>
<tr>
<th>Citations/Faculty</th>
<th>0</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>188</td>
<td>281</td>
<td>306</td>
<td>401</td>
<td>401</td>
<td>401</td>
<td>401</td>
<td>401</td>
<td>401</td>
</tr>
<tr>
<td>B</td>
<td>230</td>
<td>281</td>
<td>306</td>
<td>401</td>
<td>401</td>
<td>401</td>
<td>401</td>
<td>401</td>
<td>401</td>
</tr>
<tr>
<td>C</td>
<td>228</td>
<td>265</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td>483</td>
</tr>
<tr>
<td>D</td>
<td>188</td>
<td>265</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td>483</td>
<td>483</td>
</tr>
<tr>
<td>E</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
</tr>
</tbody>
</table>
KU’s faculty received relatively few citations compared with NS1 faculty at peer institutions (Figure 7). KU’s mean citations per article of 12.17 virtually tied with the lowest value among the peer institutions. Half of the peers averaged above 15 citations per publication.

**Grants**

Grant activity in the natural sciences is crucial to faculty research productivity and reflects peer confidence in the recipients’ research competence. Most (79%) of KU’s NS1 faculty had an active grant during the four-year data collection period. The percentage of KU’s faculty with a grant was higher than all but one of the peer institutions.
Although most of the NS1 faculty at KU had a grant, the number of grants per faculty member at KU (1.96) was average compared with the peer institutions (Figure 9).

KU’s NS1 department was average in grant dollars per faculty member ($353,000) and dollars per grant ($180,000; Figures 10 and 11). Overall, KU’s NS1 faculty were unusually likely to have one or more grant, but they obtained an average volume of grant funding.
NS1: Discussion of research productivity

The NS1 data formed a striking pattern:

1. Almost all of KU’s NS1 faculty published one or more journal articles during the 2011-2014 period; and almost all received at least one citation.

2. The number of articles per faculty member was slightly lower for KU than for KU’s peers.

3. The number of citations per faculty member was extremely low for KU’s faculty, as was the number of citations per publication.

4. KU’s NS1 faculty received grants and grant dollars at roughly the same rate as the median values for the peer institutions.

Integrating the four points above suggests the following conclusion: The faculty in KU’s NS1 department are relatively active in terms of publishing and grant activity, but the work done at KU has a minimal impact on the field. Researchers at other institutions pay little attention to the research performed by KU’s NS1 department.

The data and the conclusions suggest an essential question: Why are citations to KU’s research so low; why do KU’s researchers have so little impact? The question’s importance demands further explorations:

1. Is the low impact of KU’s research an artifact of the subfields that KU’s faculty investigate?

2. Alternatively, are KU’s faculty publishing “small” articles that attract little attention?

3. Are KU’s faculty publishing in journals that most of their peer colleagues ignore?

4. Does the low impact of work coming out of KU reflect poor mentoring or tenure advice (e.g., “slow, steady, and unexciting work will earn tenure and promotion”)?
Answering the questions requires a level of technical expertise that a university’s central administration cannot possess. An external review team should examine the department’s research activity and why the research impact is so low.

**Humanities – H1**

**Books**

Book publications provide the predominant medium for disseminating scholarship within the humanities. In KU’s H1 department, 42% of the faculty published a book during the 2005-2014 collection period. The 42% value is slightly low relative to the peer institutions, for which the median publication rate was 55% to 60%.

Although relatively few of KU’s H1 faculty published books, the mean number of books faculty member (1.83) was slightly high relative to the peers (Figure 13).

**Figure 12: H1 Percent of faculty with a book publication**

**Figure 13: H1 Book publications per faculty member**
The two findings suggest that those faculty members who do publish books do so at a high rate. Examination of faculty-level data revealed that the book-publishing faculty averaged an impressive 4 books each during the 10-year Academic Analytics collection period.

**Articles**

Most of the H1 faculty (83%) published a journal article during the four-year journal article collection period—a high value compared with the peer institutions (Figure 14).

KU’s H1 faculty published a relatively large number of journal articles (Figure 15). Only two peer institutions had higher means for number of journal articles per faculty.

![Figure 14: H1 Percent of faculty with a journal publication](image)

**Figure 14: H1 Percent of faculty with a journal publication**

![Figure 15: H1 Journal publications per faculty member](image)

**Figure 15: H1 Journal publications per faculty member**
Citations

The citation data for KU’s H1 faculty showed average performance relative to the peers. KU’s faculty averaged 6.92 citations; only two of the peer institutions had means greater than 10 (Figure 16).

Across the peer institutions, H1 journal articles were rarely cited: a mean of 1.66 times for KU’s faculty (Figure 17), and never more than 5 times each for the peer institutions.

Figure 16: H1 Citations per faculty member

Figure 17: H1 Citations per publication
H1: Discussion of the research productivity

On the whole, the faculty of KU’s H1 department have been keeping busy. Some of the faculty have a strong record of publishing books; some have a strong record of publishing journal articles.

The H1 results suggest a question: Who has been doing what kind of publishing? Are the department’s faculty bifurcated, with some writing books and others writing articles? Or have the same faculty been responsible for both types of publications?

An examination of the faculty-level data showed that two senior faculty members had above-average numbers of books, and three junior to mid-career faculty members had above-average numbers of journal articles. The department’s other faculty had average to below-average records in publishing books and articles.

Averaged across the entire department, H1 looks relatively productive. However, the data for individual faculty reveal that fewer than half have been producing the majority of the department’s scholarly output.

Meta-metrics

The Academic Analytics database lists most measures in two forms—means and percentages as shown in the previous graphs, and the corresponding standard scores (z-scores: mean = 0, standard deviation = 1). The z-scores are computed with respect to all 409 research universities in the dataset.

The constant 0-1 scale allows one to compare departments within a university or to compare one institution to another. One can also use the z-scores to invent new indices, two of which follow:

- Productivity Index: The mean of the z-scores for Number of Books per Faculty and Number of Journal Articles per Faculty
- Impact Index: The z-scores for Article Citations per Faculty

The Productivity Index measures a department’s output relative to department-matched peers. The Impact Index measures a department’s impact relative to department-matched peers. For both indices, a score of $z = 0$ indicates that a department is average relative to the peer institutions. Positive scores indicate superior performance and negative scores indicate inferior performance. “Average” performance was (arbitrarily) defined as a z score between $-0.2$ and $+0.2$.

Values of the two indices were computed for the full set of nine departments mentioned in the Methods section (three in the humanities, three in the social and behavioral sciences, and three in the natural and mathematical sciences).

Productivity metric. Three of the nine KU departments have been more productive than average, five about average in productivity, and one less productive than average (Table 2). Productivity was unrelated to broad field: The above-average departments included one in the natural sciences and two in the humanities; the below-average department was in the natural sciences.
Table 2: KU Department Means for Productivity

\[ z (\text{Number Books}) + z (\text{Number Articles}) / 2 \]

<table>
<thead>
<tr>
<th>Broad Field</th>
<th>Productivity Index</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Science</td>
<td>0.44</td>
<td>Above Average</td>
</tr>
<tr>
<td>Humanities</td>
<td>0.44</td>
<td>Above Average</td>
</tr>
<tr>
<td>Humanities</td>
<td>0.40</td>
<td>Above Average</td>
</tr>
<tr>
<td>Social Science</td>
<td>0.14</td>
<td>Average</td>
</tr>
<tr>
<td>Social Science</td>
<td>0.07</td>
<td>Average</td>
</tr>
<tr>
<td>Natural Science</td>
<td>0.02</td>
<td>Average</td>
</tr>
<tr>
<td>Humanities</td>
<td>-0.10</td>
<td>Average</td>
</tr>
<tr>
<td>Social Science</td>
<td>-0.18</td>
<td>Average</td>
</tr>
<tr>
<td>Natural Science</td>
<td>-0.24</td>
<td>Below Average</td>
</tr>
</tbody>
</table>

Table 3: KU Department Means for Impact (z (Citations per Faculty Member))

<table>
<thead>
<tr>
<th>Broad Field</th>
<th>Impact Index</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Science</td>
<td>1.41</td>
<td>Above Average</td>
</tr>
<tr>
<td>Natural Science</td>
<td>-0.06</td>
<td>Average</td>
</tr>
<tr>
<td>Humanities</td>
<td>-0.09</td>
<td>Average</td>
</tr>
<tr>
<td>Social Science</td>
<td>-0.16</td>
<td>Average</td>
</tr>
<tr>
<td>Humanities</td>
<td>-0.17</td>
<td>Average</td>
</tr>
<tr>
<td>Humanities</td>
<td>-0.21</td>
<td>Below Average</td>
</tr>
<tr>
<td>Social Science</td>
<td>-0.22</td>
<td>Below Average</td>
</tr>
<tr>
<td>Natural Science</td>
<td>-0.33</td>
<td>Below Average</td>
</tr>
<tr>
<td>Social Science</td>
<td>-0.39</td>
<td>Below Average</td>
</tr>
</tbody>
</table>

Impact metric. Only one KU department was above-average on the impact index. That lone department had an astonishingly high mean of 1.41 (Table 3)—a higher impact score than any of the peer institutions in that field.

KU’s other eight departments all had negative z-scores for impact. Four had sufficiently low impact scores to meet the below-average statistical criterion.

Discussion of Meta-metrics

With the exception of one of the nine departments, KU’s faculty have been putting their time, effort, and resources into producing articles that are rarely cited. The finding raises two obvious and obviously serious questions: (a) Why have KU faculty been producing under-cited work; and (b) how can KU improve citation scores?

Questions abound: Has the University of Kansas been making poor hiring
decisions? Have faculty mentors been giving conservative advice about how to win tenure? Have KU’s standards for hiring, promotion, and post-tenure review been too relaxed? Are the reasons for low citations the same or different across schools and departments?

During the last few years, the University of Kansas has tried to raise KU’s research profile by hiring twelve highly productive faculty members, the Foundation Distinguished Professors. These new faculty members will “bring” their citations with them because the Academic Analytics database awards citation credit to a faculty member’s most recent institution. However, these highly productive faculty members make up only one percent of the overall faculty, and their influx (which is too recent to be captured by the current Academic Analytics data) will have a minimal effect on KU’s citations profile.

Examining where faculty publish may yield insight into the citation deficit. Citation measures are sensitive to the choice of journals, some of which are read more often than others. Paying attention to where researchers publish relative to journals’ prominence may improve citations.

Proper marketing of by KU’s faculty may provide another route for KU to raise its citation counts. For example, citations generally increase when research appears in open access venues.

Although useful, hiring foundation professors or having faculty provide open access to their publications will not and cannot substantially increase KU’s citation scores. Increasing scores will require centrally led, department-by-department analyses of how KU hires, mentors, and promotes its faculty.

1Publications include books, journal articles, conference presentations. More broadly, publications may include performances and exhibitions, but there currently are no standard measures of these and Academic Analytics does not include them. The present article focuses on books and journal articles.
4The present paper ignores Academic Analytics data on conference presentations.
Planning for Institutional Core Research Facilities in Uncertain Times

Joseph A. Heppert, Ph.D., Associate Vice Chancellor for Research, Professor of Chemistry
University of Kansas

When I began my career at the University of Kansas over 30 years ago, university research core facilities were generally called “core service laboratories”. About three years ago during a discussion in one of our staff meetings, the directors of these facilities expressed their displeasure with my continued use of this terminology. They wanted to be referred to using language more accurately reflecting their central role in the university’s research endeavor. They were absolutely right. With that discussion KU undertook a renewed focus on “core research laboratories” or “core research facilities”.

It is an understatement to note that the vision of core laboratories as “service” units is several generations out of date. Of course, these laboratories do still serve a significant swath of the science, engineering, mathematics, and technology (STEM) researchers at the university. But the operation of these laboratories is far more diverse than the stereotypical “drop a sample off on Monday and pick up a spectrum on Tuesday” mission that was thought to dominate the service cores of the 1970’s and 1980’s. Most core laboratories now often play the part of institutionally supported research collaborators, available to tailor analytical research solutions, design new instruments, and create novel software applications to address the needs of researchers from diverse disciplines. Frequently, these core research laboratories generate independent intellectual contributions to the problems they address, and consequently need to be acknowledged as co-investigators in proposals and publications. This is a far cry from our dated vision of the role of core service laboratories.

The challenge for today’s public research universities is how to create a sustainable system of core research laboratories that serve the largest possible group of institutional investigators. Sustainability in today’s context of challenging state and federal budgets implies achieving a balance of the following factors:

1. Cost effectiveness—the institution and its researchers need to obtain the greatest possible research output for the financial commitment provided to the core research laboratory or facility.
2. Sustainability—the institution should seek to invest in core laboratories that have a sufficient client base and mission to offer the prospect of sustainable operation.
3. Adaptability—core research units need to vary their offerings of in-
instrumentation and research activities based on investigator need and on the availability of convenient, cost effective alternatives in the private sector.

4. Responsiveness—leaders of core research units need to seek constant input from investigators about emerging trends in institutional research, and areas where core functions could be expanded to support emerging research needs.

5. Engagement—the level of institutional investment in core research units needs to be confirmed through researcher engagement in evaluating their effectiveness and in ongoing management (including expansion and contraction) of the institutional core laboratory and facility portfolio.

6. Outreach—where possible, augmenting internal services by offering unique research services to other universities, research institutions, and private sector partners outside of the university can assist in supporting core laboratories. Achieving a balance of these factors in a core research facility and laboratory program is essential for the vitality of the university research endeavor.

**Rationale for building research laboratory and infrastructure cores**

The function of core laboratories has always been about creating efficiencies in capital investment and operations that minimize the cost of research services and infrastructure for the institution. While investments in core laboratories frequently focus on stupendously expensive capital equipment (NMR spectrometers, electron microscopes, mass spectrometers, research nuclear reactors, etc.), other significant components of institutional investment must also be factored into an analysis of core laboratory costs. Among these factors are ongoing maintenance of equipment, opportunity costs for the use of space, the cost of utilities, personnel salaries and training, the cost of maintaining compliance with federal and state regulations, and infrastructure for budgeting and account management. Though initial capital costs for the creation of these facilities can be staggering, annual support for personnel-intensive research core laboratories can dominate the longitudinal institutional investment costs.

In spite of these costs, maintaining core research laboratories can enhance the university’s research efficiency beyond avoiding duplication of highly expensive capital equipment. Centralizing important, yet non-cutting edge research functions in core research laboratories can ensure that researchers have access to important collaboration partners in areas where it is impractical to hire tenure-track faculty. The expertise found in core laboratories allows faculty researchers to focus their group’s activities on aspects of studies that reflect their specialty rather than cross-training researcher’s peripheral techniques in a wide variety of disciplines. Finally, centralizing certain research functions in core laboratories and facilities can ensure a uniform approach to critical compliance and quality control functions.
Building a core research laboratory system

It is increasingly clear that Federal agencies also see the advantages of centralizing major core resources on a regional, national and international level. While this has been the case since the 1940’s for massive infrastructure projects such as telescopes, particle accelerators, and facilities for supporting nuclear and infectious disease research, NSF and NIH seem to be turning with renewed interest to creating regional resources in high performance computing, microscopy, advanced manufacturing, and other core areas of technology.

KU began to build its core laboratory capacity during the early 1970’s. Following passage of an amendment to the Animal Welfare Act (1), the Animal Care Unit became KU’s first formal core research laboratory. The addition of analytical cores was supported through NSF funding in the early 1980’s, and facilities that support small molecule drug discovery and high performance computing have been added throughout succeeding decades. KU Research currently supports and administers the ten core laboratories outlined below:

- Animal Care Unit—early 1970’s
- Instrument Design Laboratory—early 1980’s
- Mass Spectroscopy Laboratory—early 1980’s
- NMR Laboratory—late 1980’s
- X-ray Laboratory—early 1980’s
- Molecular Graphics Laboratory—early 1990’s
- Biotechnology Innovation and Optimization Center, mid-1990’s
- High Throughput Screening Laboratory—early 2000’s
- Microscopy and Analytical Imaging Laboratory—early 2000’s
- Center for Research Computing—2013

These university core laboratories receive some degree of salary support and are under budgetary supervision by KU Research. Each laboratory has rates for research and service activities reviewed and approved by KU Research, and each lab undergoes formal performance evaluations on a 5-year rolling schedule. The smallest of these units has only two full time staff, while the Animal Care Unit has a total of 10 full time staff for veterinary and animal husbandry services. Overall, KU currently budgets $1.8 million in support of these laboratories. Because these cores were established during different decades and serve different groups around the university, the degree to which KU Research subsidizes their cost varies between 0 to 80 percent. On average, the university provides 60 percent of the laboratory budget. Anecdotally, this percentage appears to be a common average for core laboratory support across the country, though some campuses provide little or no subsidy for their cores and others offer core services at little or no cost. Based on recent discussions among national research leaders, there appears to be little consistency in how research core laboratories are developed and managed across the country.

Rates for research and service activities offered by KU core research laboratories are established through a formal university financial accounting process using data gathered from laboratory operations. KU maintains three rates for most research activities embedded in core laboratories:
- A rate for internal investigators. This published rate does not include F&A cost recovery, because this occurs automatically for expenditures from federal grants held by KU.
- A rate for external academic researchers and non-profit agencies. This rate combines both the internal investigator rate and the accompanying F&A recovery, and adds an additional 5 percent fee for administrative costs.
- An external market rate. This rate reflects the cost of obtaining similar services in the private sector, and is applied to all for-profit entities seeking core laboratory research and services.

Rates are, at most intended to recover operating costs, not to generate excess funding. In spite of the importance of covering operating costs, there are practical constraints on the internal rates the core laboratories can charge, and the level of rate increases they can impose in any annual period. Investigators can and sometimes do shop for the prices of similar services at other institutions. This can impose a practical limit on the price of specific research services. When researchers outsource research services available at their home institution to core laboratories at other institutions, this drives up the cost of providing services to other researchers by decreasing the financial competitiveness of their own core laboratories. In spite of this fact, a large differential between the cost of services at the home institution and those in competing academic laboratories can result in an exodus of business from specific cores. Price increases face a practical limit as well, because the average 4-year Federal grant cycle assumes a reasonably constant rate for access to specific research resources. Finally, Kansas statute also forbids State institutions from unfairly competing with private sector service providers, which explains why core laboratory rates for private sector research partners are pegged to either the external market rate or the total cost of services (whichever is higher).

The roles core laboratories undertake in their work with university researchers has continued to diversify as core laboratory directors see new opportunities to serve as collaborators. KU has prided itself on allowing all trained researchers, including undergraduate students hands-on access to instrumentation. Since some core laboratories are engaging in collaborative research rather than in routine analyses, the ability of students to be hands on users of some core facility resources is changing. Studies that require more intellectual input as the project develops tend to be performed entirely within the unit. Additionally, some of the core research laboratories almost exclusively serve an internal clientele where hands-on involvement by researchers from the laboratory might be appropriate, while other cores work with a diverse range of internal and external investigators.

There are many other core laboratories hosted in various units at KU. Some of these are longstanding cores funded within research units such as the Higuchi Biosciences Center or the Life Span Institute. Others, such as the Protein Production and Protein Structure cores, have been funded through a 15-year maturation period with NIH-COBRE funding.
The expectation is that many of these latter cores will demonstrate their utility and sustainability through building a user base and be assimilated as university core laboratories once they “graduate” from COBRE support. Though KU’s central administration establishes rates and sets invoicing policies for other core laboratories, we do not formally oversee their finances or provide direct monetary support for their operation.

Building a culture around the development and use of institutional core laboratories at KU requires several key components. First, there must be an institutional commitment to funding and supporting such laboratories. The university must either have sufficient centralized research funding to sustain laboratory operations, or academic units must band together and engage in priority planning to fund a range of core laboratories. Second, principle investigators must jointly commit to support the core laboratories. This means participating in core laboratory governance and evaluation, working with research leadership when core laboratories are not serving investigator needs, and writing contributions to core support and maintenance into external grants and awards. Matching the financial support KU provides for the institution can continue to support the widest possible range of core laboratory services. Third, in order to optimize laboratory function, the university must have a strategy for gathering formative user input on core laboratory function and longitudinal input on the effectiveness of core laboratories, and must engage investigators in discussions about sun-setting core laboratories when their functions no longer serve the research community.

Suggested best practices for building core laboratories

The following is a concise summary of suggested best practices for creating a robust system of core research laboratories:

1. **Cost effectiveness:**
   - University core research laboratories undergo a monthly (or quarterly) financial review.
   - Subsidize cores only to the extent necessary to maintain competitive costs for services.
   - Subsidies and service rates must be kept in balance—requesting fees for facility usage in research grants leverages institutional resources and expands the number of core laboratories the institution can support.

2. **Sustainability:**
   - Subsidized university cores need to have a sufficient base of clients to project financial stability.
   - The function and client base of proposed cores need to be fully described prior to approval for rate setting.
   - Successful core laboratories depend on building a culture of community responsibility.
   - Rates will not be established for non-university cores when these services are available in a university-subsidized core—dilution of the client base is a recipe for financial failure.

3. **Adaptability:**
   - Using external services that are available in a subsidized core is a signal that the university should not be supporting that core.
• Services should not be offered if they are available from external providers at lower costs.
• Services that are broadly embedded in individual labs generally should not be offered in cores.

4. Responsiveness:
• Institutionally supported core laboratories must be available for all-comers within the university.
• All university subsidized core research laboratories and their directors undergo a formal internal review every 5 years.
• Subsidized university cores either need to work for clients or they need to be reorganized so they do work for clients.

5. Engagement:
• All core research laboratories must have a user advisory committee.
• The director must meet with this group on a regular basis.

6. Outreach:
• Engagement of private sector clients is strongly encouraged for all core research labs—given costs of operation, it is probably essential for some.

Case study: Construction of a new nanomaterials clean room core laboratory in the KU Central District project

In support of a growing sector of university researchers focusing on nanomaterials fabrication for energy conversion, biomedical analysis, and implantable biomaterials, KU made a decision to include a new clean room core facility space in the footprint of the Integrated Science Building in KU’s Central District Project, see Figure 1. KU’s Central District is a nearly $400 million construction project stretching diagonally from 15th Street and Naismith Drive in the north east area of central campus to 19th and Iowa Streets in the south west. Clean room spaces are among a small group of laboratory spaces—others include animal care space, biosafety laboratory level 3 & 4 spaces, GLP manufacturing spaces, and spaces for human clinical trials—that are among the most expensive spaces for universities to construct and maintain. The cost of maintaining such facilities can stem from hazard management and regulatory oversight of experiments conducted in these units, and, particularly in the case of clean room spaces, from the annual cost of supporting personnel to actively manage and provide oversight of facility operations. A careful plan for the new clean room core was in the university’s best interests to ensure the maximal utility and sustainability of the unit.

KU currently has two clean room environments. As shown in Figure 2, one of these is a 3,000 square foot (sf) dedicated-user space in Malott Hall, a 60-year old building on main campus. This space is focused on the development of photophysical devices for energy harvesting. The other is a 2,000 square foot multi-user space focusing on the generation of biosensors for detection and study of cancer and other disease states. KU’s Central District project was originally scheduled to host two cleanroom spaces: A new 6,000 square foot dedicated clean room space in the new Earth, Energy and Environment Building replacing the photophysical device space in Malott Hall, and a 15,000 square foot multi-user core clean room space located in the new 180,000 square foot Integrated Science Building. Executing this plan would have left KU
with 23,000 square feet of clean room space in three sites on the main campus. Clean room construction can cost up to $1,000 per square foot and cleanroom space of this magnitude approaches that of small-scale commercial production facilities. Given these factors, the cost of construction and operation of the new spaces would have monumental initial and ongoing commitments for KU. Just the cost of maintaining and operating these facilities would likely have topped $4 million per year. Moreover, most universities operating successful clean rooms for basic materials and biomaterials research support at most 5,000 square feet of multiuser space. Based on continuing design discussion and ongoing analyses of researchers needs, KU decided to re-scope the project, focusing on constructing a centralized facility that would maximize clean room functionality for multiple investigators.

The resulting decision was to close the existing satellite facilities and build a single 5,000 square foot multi-user cleanroom space and an associated 2,000 square foot dedicated-user cleanroom space centrally located in the new Integrated Science Building. This strategy would create new, more energy efficient spaces and create a single space for personnel engaged in clean room management. These spaces are sufficient to host the $3.5 million of nano and microfabrication equipment we intend to provide for core facility researchers. We anticipate that this facility will cost a minimum of $800,000 per year to operate.

In light of this cost, we have sought to create a facility that can become a unique regional resource for other academic partners and private sector R&D projects requiring device fabrication in a clean room environment. Among the shared resources contained in this facility, we expect to offer:

- Class 10,000, 1,000 and 100 space
- Photolithography and chemical etching
- Nano-imprinting and embossing
- Sputtering and molecular beam epitaxy
- Device fabrication and wire bonding
- Device characterization and analysis
- Biomaterials and materials sample preparation areas
- “Gray” space for sample and device preparation

We anticipate not only widespread use of this facility by KU researchers, but an aggressive campaign to market this resource to private sector partners.

We believe a wide range of research focus areas will benefit from this state of the art facility, including the preparation of energy harvesting devices, the study of new implantable biomaterials, and the development of biosensors for the detection of circulating markers. To bolster KU’s research expertise in some of these areas, we recently hired Professor Steve Soper as a Kansas Foundations Professor. Professor Soper’s research, briefly outlined in Figure 3, targets the detection and identification of circulating tumor cells, extracellular DNA, and exosomes as potential markers for metastatic cancer and other human diseases. His research, see Figure 4, uses nano-engineered flow devices to collect and conduct real-time analysis circulating markers at the single cell or exosome level from small samples.
of plasma. This type of rapid bedside liquid biopsy will dramatically reduce the time required to diagnose and develop genetically targeted treatments for metastatic and pre-metastatic tumors. His research programs will make heavy use of the new clean room core.

Conclusion
At KU-Lawrence, our developing understanding of best practices in the management of our research core laboratory portfolio was of great assistance as we engaged in the conceptualization and design of the new multi-user clean room core facility. We intend to continue working with KU investigators and core laboratory directors to refine these concepts for the operation of all KU core research units.
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Figure 1. Artist’s rendering of the Integrated Science Building in KU’s Central District Project

Figure 2. Current and initially planned distribution of clean room spaces on the KU-Lawrence campus as part of the Central District Project. (KU campus map © Google Maps.)
Figure 3. Summary of research themes of KU Foundation Professor Steven Soper

**Blood Markers for Managing Complex Diseases**

- *Circulating Tumor Cells (CTCs)*
  - Exfoliated cells from primary or secondary neoplasms and have been implicated in metastasis
  - Various types of CTCs
  - Challenge – 1-100 CTCs per mL of blood

- *Cell-free DNA (cfDNA)*
  - Isolated from plasma and has a median size of 160 - 180 bp
  - Generated from diseased cells as well as non-diseased cells
  - Disease associated load only 0.01-0.1% of total cfDNA content
  - Common isolation technologies show poor recovery (<40%)

- *Exosomes*
  - 30-120 nm in diameter that contain nucleic acids and proteins
  - Continuously secreted from various cells
  - Difficult to isolate from whole blood
  - Can use immunoaffinity techniques to isolate diseased exosomes

- *Diseases* – Cancer, Stroke, Infectious Diseases, Cardiovascular diseases, Pre-natal diagnostics.

Figure 4. Nano-engineered flow analysis systems created in the Soper laboratory.

**Liquid Biopsy Platform**

1. Recovery = 97%
2. Purity >80%
3. Startup Company for Commercialization
Enhancing University Research Through Innovations in Graduate Education

Sarah C. Larsen, Associate Dean, Graduate College
Professor, Department of Chemistry
University of Iowa

Graduate education plays a critical role in the research infrastructure at research universities in the United States. The research experience is central to the doctoral degree and is closely connected to the university research enterprise as well as faculty productivity, particularly in Science, Technology, Engineering and Mathematics (STEM) disciplines. Similar to higher education considered broadly, graduate education faces many challenges including financial support for graduate students, effective diversity and inclusion efforts, and career transparency and preparation. In this paper, innovations in graduate education are presented as ways to meet these challenges.

1. Introduction

Graduate education plays a key role in university research. Specifically, graduate students are a critical component of the human capital supporting university research and innovation. In the recent publication, Public Research Universities: Why They Matter, published by the American Academy of Arts and Sciences in 2016, the public research university (PRU) is described as integral to the nation’s core research in science, medicine, engineering and technology.[1] At PRUs, research is accomplished through the combined research efforts of faculty, graduate students, postdoctoral associates, undergraduate students, and research staff. From the graduate education perspective, PRUs award 65% of all master’s degrees and 68% of all research doctoral degrees worldwide.

The central role of graduate education to research was similarly articulated in The Path Forward: The Future of Graduate Education in the United States published by the Council of Graduate Schools and the Educational Testing Service in 2010. In this report, it was stated that: “The global competitiveness of the US and capacity for innovation hinges fundamentally on a strong system of graduate education.”[2] The Path Forward report also projected that between 2008 and 2018, 2.5 million additional professional jobs will require graduate degrees.[2] These perspectives attest to the integral role of graduate education to innovation, to university research and to the significant role of the PRU.

However, graduate education is not immune to the challenges faced by all of higher education. The PhD Completion Project data indicated that doctoral completion rates and time to degree varied across fields of study with engineering having a 10-year doctoral completion rate of 64% compared to the humanities which had a 10 year completion rate of 49%.[3] Overall, less than 25% of doctoral students completed degrees within five
years and approximately 57% completed degrees within 10 years. Financial support topped the list of critical elements contributing to doctoral completion with mentoring/advising and family support also being cited as important. In Section 2, several different aspects of financial support for graduate students will be examined.

The experiences and success of underrepresented minority (URM) students in doctoral education is another topic of discussion. The data collected in the Survey of Earned Doctorates: 2014 indicates an overall upward trend in the number of doctorate degree recipients for Black/African American students and Hispanic/Latino students over the past 20 years. Similar gains have not been observed for American Indian or Alaskan Native students. While the overall upward trend is encouraging, there are concerns about completion and about climate and inclusiveness. Diversity and inclusion in graduate education will be considered in more depth in Section 3.

Another aspect of doctoral graduate education that has been widely discussed is the misconception that the majority of doctoral students pursue tenure track academic careers. As research universities, such as PRUs, have faced intense budgetary crises, instructional needs are increasingly being met with nontenured and adjunct faculty. As a result, the availability of tenure track academic positions has not kept pace with the number of students earning doctorates. Increasingly, newly minted doctorates must find careers outside of traditional academic positions. About one half of new doctorates begin careers in business, government, and nonprofit organizations with variations observed by field of study. Employers have noted that doctoral graduates are innovative and talented researchers but lack some of the “transferrable” or “soft” skills needed to be successful in a range of different careers. Employers suggest universities create stronger connections between graduate school curricula and workforce/employer needs.

In response, graduate colleges have extended their mission to serve graduate students by developing more robust professional development offerings at the institutional and program level with the goal of better preparing students for academic and nonacademic careers. These efforts aim to facilitate the development of students’ nontechnical skills in preparation for a broader range of career outcomes. The issue of career transparency and professional development will be explored in section 4.

2. Financial Support for Graduate Education

In a recent study of PhD completion and attrition by the Council of Graduate Schools, financial support was deemed the most significant factor impacting doctoral completion. Financial support models have been explored in several recent studies that have cataloged various modes (research or teaching assistantship) and sources of funding. The National Science Foundation cataloged the primary sources of funding for graduate students overall and by discipline for the time period 2004-2014. The results of the study indicated that research and teaching assistantships and fellowships account for the largest percentages of
support since 2010 (Figure 1). The percentage of students funded with their own resources has declined over this time period.

This report also considered support by field of study. Disciplinary trends emerged from the data as shown in Figure 2. Research assistantships account for the largest single source of support in the physical sciences and engineering while teaching assistantships are the largest source of support for the humanities disciplines. In contrast, doctoral students in education fields tend to rely heavily on their own financial resources. This variation across fields indicates that the funding challenges vary amongst the different disciplines and therefore, a multifaceted approach will be needed to address this issue.

In a recent study, the analysis was extended to examine federal funding expenditures by personnel categories which showed trends in how federal dollars were distributed across faculty, graduate students, undergraduate students, postdoctoral associates and staff. Weinberg and coworkers examined research expenditures as part of the UMETRICS initiative and found that overall approximately one third of the personnel supported were graduate or undergraduate researchers. [6] Approximately 10% were postdoctoral associates. The composition of the workforce varied according to funding source. Further, this study suggested that any changes in federal funding policies have the potential to have large impacts on graduate education and this impact varies by field of study. There are ongoing discussions in different STEM fields about the best model for graduate student support and whether this should be primarily through fellowships awarded to students or through research grants to faculty Principal Investigators. In the report, Advancing Graduate Education in the Chemical Sciences by the Society (ACS), the recommendation reached was that the financial support for graduate students in the chemical sciences is weighted too heavily toward individual research grants. [7] The report suggested that this can create a potential conflict of interest between the productivity of the Principal Investigator (usually a faculty member) and the educa-
tional best interests of the graduate student. The report suggests that financial support provided directly to graduate students would result in a better balance between research training and career preparation of graduate students.

In *The Path Forward*, several recommendations for financial support for graduate education were discussed.[2] These recommendations included advocacy for increased federal funding of research through research grants, increased fellowships, including fellowships to broaden participation, and funding for internships and international experiences. Business/university partnerships were proposed for funding graduate students.

Universities should engage in dialogue with various constituencies including private donors, federal funding agencies and industrial partners to provide the financial resources necessary to support graduate students across the different disciplinary areas. The ultimate goal is to provide all incoming doctoral students with five to six-year funding packages that may include combinations of research, teaching assistantships and fellowships. The rationale is that stable funding packages will allow doctoral graduate students to focus on their research earlier in their careers by alleviating financial stressors. Additionally, varying the sources of financial support across a graduate student’s career will ensure that graduate students’ preparation is well-rounded and comprehensive. They have the opportunity to train in the lab, to teach, and to focus on their own research unfettered by the demands of an in-service position.

3. **Diversity and Inclusion**

Diversity and inclusion are critical to graduate education and central to the achievement of excellence in research universities. One goal of diversifying the student body is that this diversity will be reflected in the future workforce and will lead to innovation and long-term economic growth. Inclusion is central to the success of graduate programs because diverse learning environments improve student outcomes.[8] The link between diversity and excellence, particularly in scientific fields, is rooted in the belief that solving complex problems requires teamwork and is facilitated by diverse perspectives.[9]

Participation in doctoral education by U.S. students or permanent residents who are members of underrepresented minority (URM) populations has increased over the last 20 years. For example, the numbers of doctorates earned by Hispanic or Latino students has doubled from 1994 to 2014 while the numbers of doctorates earned by Black or African American students has increased by 70% as shown in Figure 3. Despite this progress, Black/African American, and Hispanic/Latino students are still underrepresented in graduate education relative to the representation of these groups in the U.S. population.[2]

Efforts are in place to increase the participation of URM students in graduate education. Many of these efforts have focused on recruitment and admissions processes. The Council of Graduate Schools recently released a report on *Holistic Review in Graduate Admissions*.[8] Holistic review refers to the consideration of a broad range of credentials beyond quantitative measures such as...
grades and test scores to evaluate admissions candidates. Holistic review is generally associated with improving diversity in higher education broadly. Holistic review involves consideration of noncognitive or personal traits such as creativity, leadership, or persistence in addition to more traditional quantitative measures. One challenge to implementing holistic review in graduate admissions is that graduate admissions tends to be decentralized and labor intensive. The CGS report\[8\] includes a list of promising practices:

- Articulated commitment to diversity at the institution
- Data analysis to identify gender and/or race-based patterns in admissions
- Faculty development related to admissions (e.g. appropriate use of GRE scores, preferred order for file review)
- Clear communication and coordination between recruitment and admissions
- Use of rubrics for applicant evaluation which include noncognitive measures.

To further develop holistic review as an effective strategy for graduate admissions, compelling data connecting admissions criteria and graduate student success is needed.

In addition to recruiting and admissions considerations related to diversity, there is a need for increased retention and completion efforts to support the success of URM graduate students. For example, data indicates that URM doctoral students in STEM fields have lower completion rates and higher attrition rates relative to all STEM doctoral students.\[3\] The PhD Completion Project found that for U.S citizens and permanent residents, the ten-year doctoral completion rates were 55% for White students, 51% for Hispanic/Latino students and 47% for Black/African American students.\[3\] The Doctoral Initiative on Minority Attrition and Completion (DIMAC) focused on URM doctoral students in STEM disciplines.\[10\] The findings indicated that the seven year completion rates for Black/African American students and Hispanic/Latino students were below 50%. Recommendations from the DIMAC project for increasing URM doctoral completion and retention included:\[10\]:

![Figure 3. Doctorates earned by URM students. (Data obtained from reference 4.)](image-url)
• Early and frequent interventions
• Enhanced academic support
• Monitoring and evaluating interventions
• Cultivating a climate of diversity and inclusion

Creating an environment where URM graduate students can thrive depends on increased institutional initiatives aimed at improving campus climate around inclusion and facilitating graduate student success with attention to the specific experiences of URM students.

5. Career Transparency and Preparation

With more than half of all doctoral graduates finding employment in non-academic careers, there is a need for earlier exposure to multiple career pathways in graduate education.[2, 5, 11] The broad overview of doctoral career pathways includes: 1) faculty positions at research or teaching colleges and universities 2) non-academic research careers (industry, government, startup company); and 3) non-research careers (consulting, science writing and policy, patent law).

In a recent study, Zolas and coworkers combined data from UMETRICS on graduate students supported by funded research and from the U.S. Census Bureau.[12] Analysis of the data showed that for doctoral students receiving their doctorates from 2009-2011, approximately 40% obtained industrial jobs. Interestingly, geographical clustering in employment was also observed near the university where the student trained.

Beyond exposure, it is generally agreed that graduate students should also be provided with enhanced professional development opportunities that will complement traditional research training and enhance employability. This call is echoed by the recent report The Path Forward, which suggested that to be competitive globally, U.S. universities should offer professional development programs for graduate students so that they can develop career and “soft” or transferrable skills.[2] The ACS report, Advancing Graduate Education in the Chemical Sciences, concluded that “current educational opportunities for graduate students, viewed on balance as a system, do not provide sufficient preparation for their careers after graduate school.”[7] Further, the report called for university and government leaders to advance opportunities for graduate students to develop critical professional skills.[7]

Nationally, graduate students report increased interest in nonacademic careers and acquiring the skills that would support this pursuit.[13, 14] Despite this interest, many universities do not have a systematic way to integrate professional development activities into the lives of graduate students. Unlike undergraduate offerings, graduate student professional development often lacks a clear roadmap or campus infrastructure to support it.[15] Without career education or tools to reflect on career decisions, a large number of graduate students find themselves in a holding pattern as post-doctoral researchers, where despite decreased interest in a faculty career, they follow the trajectory that appears most familiar.

This issue has been acute in the biomedical sciences where, since 2011, fewer than 20% of the PhD’s have been moving into tenure track academic positions.
within 5-6 years of receiving the PhD. Fuhrman suggests that this branching career pipeline should be supported by changes in graduate training and mentoring to include professional and career development. Through the Broadening Experience in Scientific Training (BEST) grant program that focuses on preparation for careers outside of the traditional academic environment, the National Institutes of Health (NIH) is specifically addressing the issues of the training needs of the biomedical PhD workforce.

At the University of Iowa (UI), approximately 28% of graduate student respondents to our exit survey reported that they did not receive any advice about nonacademic career options from their primary research advisor. This data represents the average over 3 semesters of the exit survey (Spring 2014-15 and Fall 2014). In an effort to begin to address this gap in information, the UI Graduate College developed the “Open Doors Career Education” series for graduate students. Featuring an annual careers conference, networking resources and video podcasts, the Open Doors series is designed to provide students with both face-to-face and virtual opportunities to discover new career paths. The Open Doors conference is an annual event serving over 100 graduate students and featuring UI alumni and other PhDs in non-academic careers. In video podcasts, graduate students can explore careers ranging from teaching at a liberal arts college to doing research in the private sector. Students can join in the conversation live or can view the video podcasts on the website. In addition to the Open Doors series, the UI Graduate College has organized professionalization across campus based on eight key academic and professional competencies including: 1) Research and Publication; 2) Teaching; 3) Communication; 4) Careers; 5) Diversity; 6) Funding; 7) Leadership; and 8) Wellness. The professional and career development offerings in each of these areas are planned in coordination with UI campus partners, such as the Center for Teaching, the Libraries, and the Department of Rhetoric. The Graduate College serves as the central hub for event promotion.

5. Conclusions
Graduate education is central to the mission of research universities in the U.S. Challenges in graduate education include financial support, diversity and inclusion, career training, and transparency. Recent initiatives across research universities focus on providing graduate students with stable and varied financial support, improving the climate for diversity and inclusion and providing enhanced career services and transparency. Through these innovations in graduate education, the research mission of the university will be strengthened.
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Infrastructure Planning and Implementation for Transformative and Incremental Research

Brian L. Foster, Provost Emeritus, Emeritus Professor of Anthropology
University of Missouri

A very important element in the planning for research infrastructure is the predictability of infrastructure needs. Research is a creative activity—doing things that have not been done before. Capturing the needs of those who are doing something that has not been done before is a problematic issue, with success depending heavily on the nature of the research being done (NSF. “Academic Research Infrastructure Program: Recovery and Reinvestment (ARI-R2); NSF. FAQs Regarding Academic Infrastructure-Recovery and Reinvestment (ARI-R2). Program Solicitation. NSF 009-562 Part1.www.nsf.gov/pubs/2009/nsf0905.1/nsf09051.jsp). In this paper, I will examine the issues that affect our thinking and action regarding transformative research (i.e. world-changing, very high-impact research) as opposed to more incremental research (i.e., taking the next step beyond what is already known) (NSF. Introduction to Transformative Research. nsf.gov/about/transformative_research/definition.jsp). This complicated dynamic plays out in institutional settings and in higher education broadly as well as other kinds of research venues (e.g., the business world or national labs).

The Idea of Infrastructure

“Research infrastructure” must be defined broadly, including not just STEM research, but also professions, arts and humanities, social science, and more. This paper considers “research” to be creative activity in the broadest sense, and the infrastructure issues have a great deal in common across the many areas of creativity. (For two good examples of the breadth of infrastructure issues see Gisele Yasmeen, 2015; UMBC, “Research Infrastructure – Center for Innovation, Research, and Creativity in the Arts”.) So, while infrastructure is most commonly thought of as labs, major technology such as a radio-astronomy center, or a nuclear reactor, in this paper it may be a theater venue, a facility to bring together an interdisciplinary group to address fundamental changes in the future of media, or it might include a major fine arts collection or a unique collection of fossils in a museum.

From this perspective, infrastructure includes all of the many resources necessary to support successful research/creative activity. Thus, infrastructure would include personnel—e.g., staff who provide grant support, logistics, lab work, compliance process, stage design, and library circulation. In academic institutions, of course, faculty are a major infrastructure resource (this issue is complex and will be addressed below). Students provide “staff” work in many areas (e.g., in labs, performance venues, media). Facilities (i.e., buildings, lab equipment,
museum collections, and libraries) are core to infrastructure, as are the many IT functions (e.g., communication, data archiving, computational capabilities, and access to prior research results). Many management processes are critical, including a long list of personnel processes (e.g., hiring, P&T, performance evaluations) and compliance management (e.g., IRB, conflict of interest management, export control).

A critical infrastructure element is the network of relationships on which institutional collaborations can be built (e.g., national labs, corporate partners, universities). Similarly, having an effective network of relationships with federal funding sources is critical for certain kinds of research. For example, we need relationships with a broad range of federal agencies, not just NSF and NIH, but also Defense, Homeland Security, Agriculture, Education, and others. This is critical, since most federal funding comes from agencies who do not fund by traditional peer reviewed proposals. And, along this same line, relations with beltway bandits, lobbyists, and other “highly connected” people in Washington, D.C. are an important element of infrastructure. And then, for public institutions, there is the funding from states and/or other governmental sources. Of course much research is funded by the institution or, if grant funded, much is significantly subsidized.

A key element of infrastructure planning is that all of these elements intersect with others. And to make matters even more complex, there are widely varying needs across disciplines, professional schools, in basic versus applied research, and discipline-based versus interdisciplinary or multidisciplinary research. In addition, there is the nature of the institution (e.g., the strengths that it’s recognized for, the brand), and the nature and amount of its funding (e.g., public or private, degree of state support, endowment, fundraising, etc.). And finally there is the complication that research/creative activity is about creating new “knowledge” (in the broadest possible sense of the word), and the content of research and needed infrastructure is constantly changing due to changes brought about by the research itself.

The complexity of this broad perspective on research infrastructure is made even more daunting by the fact that higher education is in a time of great volatility in many dimensions: state funding, demographic changes, international competition, political interest and intervention at all levels, decreases in federal grant funding, and a significant loss of confidence/respect for higher education in the general public—a critical issue for political impact.

**Transformative and Incremental Research**

An interesting conundrum for Universities is to think about the relative value, priority, and feasibility of transformative, very high-impact research compared with more incremental work that extends what is already known. NSF defines “transformative” research as follows:

Transformative research involves ideas, discoveries, or tools that radically change our understanding of an important existing scientific or engineering concept or educational practice or leads to the creation of a new
paradigm or field of sciences, engineering, or education. Such research challenges current understanding or provides pathways to new frontiers (NSF, “Definition of Transformative Research”).

This definition could be extended to other than STEM areas, including humanities, social sciences, professions, biomedical research, performing arts, and much more (Wikipedia “Transformative Research”). It is important to note that the idea of “transformative” research is often seen as converging with what is called “high impact research” (American University, 2015), and that the latter is commonly seen more as applied than basic research (Economic and Social Research Council).

There is, of course, a continuum between extremely “out of the box” transformative research and very structured incremental research. Research at both ends of the continuum is extremely important—but important in different ways. The biggest, world-changing results lead to more incremental research, often very important at both ends of the basic and applied research continuum. As the NSF paper on transformative research notes: “History shows that it is difficult to predict which research projects will result in transformative results before the research is conducted and the scientific community has assimilated the findings.” (NSF. “Transformative Research: Challenges of Identifying Potentially Transformative Research” p. 1).

This assimilation may take decades (Sabine Hossenfelder, blog post, BackReAction.2012, p. 1). On the other hand, very high impact, ground-breaking outcomes can arise serendipitously from surprise results on more structured incremental research.

Transformative research generally builds on a different mindset than more incremental work. Moreover, the incentives and disincentives that researchers encounter are profound, given the differences in predictability, outcomes, and the time frame (we will return to these issues in different contexts). Long-term collaborative relations with external entities such as national labs, corporate partners, or other universities tend to be more common for the more transformative, long-term research. But many infrastructure issues such as facilities, a broad range of institutional support (staff, compliance) are pretty much the same for both transformative and incremental work. From the standpoint of institutional stature, the transformative results generally bring the most recognition and honor. That said, many researchers, political constituents, and others—especially those on the applied research end—are more interested in results of immediate practical significance, whether in STEM areas, social sciences, humanities, professions, or arts. In fact, as noted above, this “practical” or “applied” outcome is how many would define “high impact” research. Clearly, a balance must be defined in institutional mission, planning, and broader campus culture, which in turn need to be aligned with critical elements of the campus environment such as incentive/disincentive structures (e.g., P&T), physical infrastructure, staff, and potential external collaborations.
How it All Fits Together In the Perspective of Infrastructure

Figure 1 provides a simplistic, though still complicated, picture of the dynamics underlying the complexity of the infrastructure needs and the research priorities (transformative or incremental) of an institution.

One can start from either the top or the bottom of this figure, but here we will start from the bottom. The most important observations are that Transformative Research is extremely “high risk” with respect to the probability of achieving a positive outcome, while incremental research is far more predictable, both in implementation and in results. As noted on page 2, there is a continuum between transformative and incremental research—elements to the left of the middle in Figure 1 leaning toward transformative research, and to the right leaning to incremental research. This continuum has a complicated set of implications for the rest of the analysis. It is important to note that some transformative research is extraordinarily demanding for infrastructure (e.g., facilities, instrumentation, instrumentation, and more).

Figure 1. Institutional Implications of Transformative and Incremental Research
staff), while other work may simply be done in a researcher’s existing lab or performance venue without additional resources.

Returning to Figure 1, on the transformative side, “high risk” implies both highly unpredictable, even serendipitous, and very long-term outcomes (NSF, “Challenges of Identifying Potentially Transformative Research”). Incremental research, on the other hand, suggests more predictable and short-term outcomes, though at the “incremental” end of the continuum, much lower impact. The idea of “productivity,” which is central to accountability, setting priorities, and many other issues, is highly problematic on the “transformative” side, since it is very difficult to measure something that has never been done before and often challenges what is known. On the “incremental” side it is fairly predictable and measurable, since it is building on what is already known.

So, the question is, how does all of this play out from the perspective of research infrastructure? This raises a new dimension of complexity, since the broad campus culture of universities comes into play, including such things as hiring, fiscal resources, and priorities. In addition, there is the influence of constituencies as diverse as political, donor, trustee, students, and parents, as well as corporate and community elements, many of whom have conflicting interests. Some of the most critical effects on research arise from the incentives and disincentives posed by the promotion and tenure (P&T) and hiring processes. For associate and especially assistant professors, who will be facing promotion and tenure hurdles: P&T, as practiced in most institutions, provides a strong disincentive for pursuing long-term, unpredictable research projects (Foster 2016). Since the likely long-term projects would not provide the kind of productivity needed for promotion or tenure, junior faculty are likely to go with more structured incremental research, which is more likely to produce the necessary publications, citations, and other elements of productivity needed for tenure or promotion within the probationary period. When it comes to infrastructure, the institution is not likely to invest significantly in a junior faculty member’s transformative project, given that the researcher is unlikely to remain at the university—the likely case being that he/she won’t receive tenure or promotion, thus making the infrastructure investment extremely risky.

Even full professors with tenure face significant disincentives for undertaking research toward the transformative end of the continuum, given that outcomes are extremely difficult to define and to present as credible, and “selling” the project to the institution or to a funding agency is at best difficult. A multi-year demanding project is likely to mean few publications or other relevant kinds of productivity (depending on the discipline, profession, etc.), thus compromising the researcher’s status, and compromising his/her ability to write credible grant proposals, sell the project to the university for funding, or otherwise find facilities, equipment, and other resources needed to move the project forward.
Looking at these issues from the other side: there are strong incentives for the University to encourage short-term, more predictable incremental research, for which institutional funding can be allocated with a reasonable degree of risk, for which funding agencies are more likely to be positive and award grants, and which will result in research productivity (e.g., grants, publications, citations) that affect rankings for the institution and recognition for the researcher. From the infrastructure point of view, the needed resources are likely to be mitigated by grants, and the institutional capacity for funding infrastructure needs will be assessable such that priorities can be assigned based on somewhat predictable needs and outcomes.

If the institution’s capacity (people, facilities, necessary support processes) is adequate to provide sound support for a wide range and large amount of incremental research without a significant amount of flexible funds for a costly, risky, high-impact, unpredictable project, it is unlikely that transformative projects will get high priority. Other paths may exist with modest institutional investment—e.g., funding from a major donor, foundation, or governmental agency with a special interest in the area of the project—but receiving such funding would require other kinds of resources in development, government relations, and corporate relations. Corporate collaboration or funding may be another path.

For an institution with a very large resource base, the situation is, of course, very different with respect to its ability to provide substantial funding. Moreover, it is such institutions who have the broad, effective networks of relations with wealthy donors, potential corporate collaborators, and with federal agencies that provide the majority of federal research funding through processes other than traditional peer-reviewed grants from NIH and NSF. In addition, such institutions—generally elite research universities—hire senior faculty with tenure who are already well positioned in the academic world, who will not face the challenges and special incentives/disincentives of promotion and tenure, and who could be hired precisely to do very high-impact transformative research that is already on the researcher’s radar.

It is important here to return to the idea of the continuum between transformative and incremental research. The work somewhere in the middle of the transformative/incremental continuum tweaks all of the issues considered above. The outcomes may be much more predictable than the far-end transformative, thus making the project more likely to get grants, to bring outcomes in the short term, to perhaps have relatively short-term applications, and to fit into existing facilities. In addition, the shorter term, more predictable outcomes mitigate the threat to promotion and perhaps even tenure. Thus at the center of the continuum, the limits on traditional productivity are less than at the transformative end. But as compared to the incremental end, the “center” still poses disincentives through processes for promotion, compensation increases, and other benefits of high productivity—issues of significant consideration for researchers.

How It Plays Out in Different Academic Areas and Institutional Environments

Given the broad perspective on infrastructure outlined on pages 75-77, high-
level infrastructure is likely to be in areas of special institutional strength. This is an effective strategy for having not just incremental research done, but also presents potential for hiring high-quality faculty who are doing transformative work and who need special infrastructure. Such areas of strength may be historical accidents; some may be the outcome of a major gift from a wealthy donor with a passion for the area and a connection to the institution. Some strengths may come from an institutional investment (e.g., a bond-funded facility) in an area that is promising because of the location of the institution (e.g., new major corporate partners in the area or being embedded in a special environmental location). And there is the possibility of a faculty member, alumni, or external partner setting up a for-profit technical service provider that could serve researchers in a very broad area—even internationally. These are all, of course, randomly chosen examples to illustrate the range of influences on funding for high-level infrastructure.

Rather than attempt to frame a range of abstract examples, I will move on to several major facilities and other assets of the University of Missouri (MU) to try to enrich the argument. MU has some stunning strengths that are related strongly to unique facilities and other assets that support both the incremental research and provide the recruitment opportunities to bring to MU those interested in transformative research in these areas. Information on all of these initiatives can be found on the MU website (Missouri.edu).

There are, of course, significant differences across disciplines and different funding strategies for dealing with infrastructure issues for transformative research. To explore some of these issues, I turn now to five different initiatives at the University of Missouri in Columbia. The five “approaches” are very different: a very strong nuclear reactor, a research center closely linked to the functions of the reactor, an interdisciplinary group that does research and clinical services for those on the autism spectrum, an institute that deals with research on the future of “journalism,” and a creative facility for independent senior living that has become a national model. In addition, I’ll briefly discuss a new initiative that was funded by a large gift from a passionate alum; its focus on issues of democracy, and it is anchored primarily in the humanities and social sciences.

**MURR (MU Research Reactor).** Perhaps the most impressive resource for transformative research at the University of Missouri is the Research Reactor, which was established approximately fifty years ago under the leadership of President Elmer Ellis. This was a vision of an iconic leader, based on the idea that nuclear research would be a central element of the U.S. future. The fiscal, regulatory, and research vision were all extremely complex and difficult to implement, but Ellis made it happen. A significant side-bar for this facility is that it is a major producer of radiopharmaceuticals, which produce significant revenue for the facility. Today MURR is the nation’s most powerful research reactor on a university campus.

**International Institute of Nano and Molecular Medicine.** Accordingly, MURR has become a significant research asset for MU—one of the most important
cases of which was its role in recruiting a faculty member who had a potentially transformative research agenda in Boron Chemistry (the end of which is still to be determined after approximately eight years at MU). The Institute was established as part of the recruitment of Fred Hawthorne, a member of the National Academy of Sciences and nominee for the Nobel Prize. The investment was significant: construction of a new building (several million dollars) near the reactor, and support for several support staff/faculty who came to MU with Dr. Hawthorne. There was no assurance that the Boron Chemistry research would produce the kind of targeted cancer treatment that was the vision for the program, but Dr. Hawthorne’s status as a researcher and progress to date on the project were considered solid justification for the extremely significant investment. As is the case for all such transformative research, a successful outcome was not (and still is not) certain, but clinical trials are now underway. The point, of course, is not that it was a bad investment; rather, it was as good an investment as can be imagined for a truly transformative research initiative...an investment that would have been impossible without the earlier investment in a uniquely valuable resource—the research reactor.

Reynolds Journalism Institute. Another somewhat similar development, though in a field very different from nuclear science, is the foundation of the Reynolds Journalism Institute (RJI), which was built on the foundation of MU’s School of Journalism—the oldest and arguably the most distinguished Journalism school in the world. In 2004 the Reynolds Foundation, established by an extremely successful alum of the School of Journalism, provided a gift of $31 million to establish the RJI. Major renovation of an iconic building next to the School of Journalism was done to provide perfect space for the journalism research enterprise. The launch of the Institute was extremely successful, and in 2012 the Reynolds Foundation provided another gift of $30 million to endow the operations of the RJI. The RJI is now a powerful complement to the highly regarded School of Journalism, having supported the startup of several significant enterprises, supported research on the future of media (an extremely volatile and socially important element of American society) and a significant asset for the stature of the University of Missouri.

The Thompson Center for Autism and Neurodevelopmental Disorders. A very different initiative was establishment of the Thompson Center, which built on the rather scattered assets in many departments/colleges regarding Autism and other neurodevelopmental disorders—units as diverse as College of Education, Early Childhood Education (School of Human Environmental Sciences), Psychology, Pediatrics, Psychiatry, Clinical Psychology, Health Psychology (the department of the founding director), Sociology, Social Work, and even Athletics. With the support of the Thompson Center, the interdisciplinary community came together to create a nationally prominent center for research and clinical services for people on the autism spectrum. The Center has moved from a very marginal physical location to its own building near the MU Women’s and Children’s Hospital, and it is now
building a significant addition to its already impressive facility. As was the case for the RJI, the Thompson Center was driven by the passion and insight of an MU alum, but it was not built on the foundation of an integrated existing program or center in the area of Autism.

**TigerPlace.** TigerPlace is an innovative home for independent senior living. It was developed by the School of Nursing with collaborations from engineering and other disciplines as part of a broader project on aging in place. One of the distinguishing features is that it includes very sophisticated technologies for tracking the residents, detecting falls, and creating sophisticated longitudinal data bases on residents’ patterns of life—a unique research asset. The technology was created jointly by Nursing and Engineering. The facility was built by Americare Corporation, a large healthcare company from Sikeston, MO, working closely with Nursing; today TigerPlace is owned and managed by Americare. It has received a great deal of notice nationally as a model for such facilities, and several very positive things have followed. One is creation of an affiliated Nursing Home facility, the Neighborhoods, which is located very close by. Marilyn Rantz, the leading nurse for the creation of TigerPlace was elected to the Institute of Medicine, and recently the Nursing School received a grant for more than $20 million to develop facilities in the St. Louis area.

**Kinder Institute on Constitutional Democracy.** A very different kind of initiative is the Kinder Institute (formerly the Kinder Forum), which was given important momentum in 2016 when it received a $25 million gift to endow the operation of the center, which is focused on education and research on the U.S. Constitution and on American democracy in history, theory, and practice. The Institute was initially based in the History and Political Science departments, but it has incorporated faculty from other departments and is now a truly interdisciplinary center which has a physical home. The goal is for MU to become a national leader in research and education in the area of constitutional democracy, recruit prominent scholars, and support both research and educational activities. The Institute is new, and its mission is still somewhat unclear, but it builds on significant strengths at MU and has potential to support transformative research and educational practice. It has been driven significantly by the passion of Rich and Nancy Kinder and their strong relations with MU. Clearly, it is an initiative with significant potential to be far toward the transformative end of the continuum.

The question, now, is how these six “initiatives” relate to developing infrastructure for transformative research. First, all but one have had significant external funding for establishing the initiative. The one that was not externally funded was the International Institute of Nano and Molecular Medicine, for which a very significant institutional investment was made explicitly to bring a prominent internationally recognized researcher to campus to continue a potentially transformative research program—an investment that included building a new building near MURR to house the Institute. But what made the recruitment of Dr. Hawthorne possible was the presence
of a unique facility, MURR, and the interdisciplinary cluster of researchers working with the reactor on nano science, radiopharmaceuticals, and other activities related to his boron chemistry research.

From this perspective, MURR is a unique facility that has potential for supporting transformative research. It was not established with a specific research plan in place, though it has seen remarkable successes in research, radiopharmaceutical production, archaeometry, and much more. What is perhaps most surprising is that the campus has not developed a broad, coherent, interdisciplinary program in Nuclear Science and Engineering, though there are very significant strengths across campus, including the Nuclear Science and Engineering Program (a highly productive program of four engineers), radiochemistry, radiology, and a nuclear engineering group in the College of Engineering.

As noted earlier, the gift for the Reynolds Journalism Institute is building on a campus resource rather analogous to the reactor: the MU School of Journalism is internationally recognized as one of the most prominent journalism schools in the world. In this case, MU is building on a distinguished, internationally recognized group of faculty known for being “out-front” in the incredibly volatile world of journalism. RJI has helped bring together researchers across campus with related interests (from policy studies, business, creative writing, communication studies, and much more) and has been an important factor in attracting new faculty to the School of Journalism and RJI. It is fair to say that the RJI has already had very significant impact in the world of media, including research, start-up firms, and student experience. There is real progress across the continuum from incremental to genuine transformative research.

The Thompson Center was built on a substantial gift from alumni with a strong connection with the University of Missouri. The vision and passion for the Thompson Center stemmed from a family connection with autism. MU had significant assets (especially faculty), but they were scattered across the campus. Building on MU’s strong interdisciplinary culture, foundation of the Center brought this broad group together more formally, creating a center unlike other autism units across the country, the strong and broad interdisciplinary collaboration in research and clinical services for autistic children being especially unique. The potential is very strong, and the infrastructure (physical facilities, people, grants, and now nation-wide recognition) has significantly advanced the Center on the path to transformative research and clinical service.

TigerPlace has a very different kind of development. The “Aging in Place” concept was developed in the School of Nursing, and an institute was created that engaged a number of Missouri senior living institutions in providing an innovative kind of environment for seniors who were able to be “independent” but with very specific kinds of support. The idea of TigerPlace grew out of this senior living idea, with significant collaboration between the School of Nursing and the College of Engineering. As noted above, implementation of the idea was done in collaboration with Americare, a large
senior living corporation, which actually built TigerPlace and manages it, but very much driven by the concepts that came from Nursing and Engineering—a perfect model for corporate and university collaboration.

Finally, the Kinder Institute is a different kind of initiative, founded on several years of dialogue with the donor about the potential for an institute that would build on MU’s strengths in Political Science, History, and the Humanities. The $25 million gift to endow the Kinder Institute on Constitutional Democracy builds on significant strengths in social sciences and humanities, but also Law, Policy, and other areas. The mission is to support research and education on the U.S. Constitution and American democracy in history, theory, and practice. The Institute will be located in the iconic Jesse Hall. As Director Justin Dyer has said, it’s important to have an actual physical home for the center where scholars and students from different parts of the campus can come together “all in one place.” The funds will support faculty fellows, faculty hiring, program development, guest lecturers, and other activities that contribute to the stature and impact of the center’s work. The Kinder Institute doesn’t have an anchor like MURR or the Journalism School. More like the Thompson Center, it builds on significant strengths and brings them together in a way that provides potential for very high impact research. But the plan is new and is a work in progress.

Concluding Thoughts

All of the six initiatives described above have potential, five having moved far along the transformative research continuum. At least one of them is on a direct, well-defined track to transformative cancer treatment. Closely related is an internationally valuable research resource, MURR, which is a critical foundation for the Hawthorne Center. Three of the other centers have already achieved significant national and international recognition: the Thompson Center, the RJI, and TigerPlace. It may be a little too far to claim that they have achieved “transformative” research results, but they are all quite a way down the continuum from incremental to transformative—well beyond the “center” as represented in Figure 1.

What is perhaps more important is the broad range of contributions these highly successful initiatives have produced. One is a combination of research and clinical services (i.e., the Thompson Center)—very significant contributions in both dimensions. One builds on an internationally famous journalism program to provide out-front research and education related to the extremely volatile world of media—a program with immense potential for strong influence in a critically important area of today’s political, social, intellectual, and economic dynamics. One—TigerPlace—builds on dynamics in the extremely important area of healthcare and quality of life in a world where life expectancy has increased dramatically. The potential impact of this model of senior living is significantly far on the “incremental/transformative continuum,” as discussed above. And then there is the Kinder Institute, which addresses one of the most critical issues of our time. Its focus is the place of American democracy in a world with many challenges to the very idea of democracy (e.g., religion, economic success, and
global positioning)—all raising questions about the somewhat naïve American idea that its democratic history “should be” a model for the rest of the world.

In all of these cases, infrastructure has been a key element of their success/promise. The many relevant infrastructure elements include physical facilities in all cases, leadership, faculty and other key personnel elements, fundraising resources, campus culture (e.g., interdisciplinary collaboration), political positioning, networking across higher education and beyond, and much more. On the one hand, these very significant initiatives would not have come to where they are without significant infrastructure (physical, personnel, etc.), and on the other hand, they would not have achieved the necessary infrastructure without VERY significant external resources or, in the one case, the strong institutional commitment to move forward with an opportunity to bring a transformative research program to the University (based, of course, on the presence of a unique and relevant resource—i.e., MURR).
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Seed funding is crucial to the success and growth of a college of liberal arts and sciences. The current paper outlines common and unique features of seed programs within and across Universities, reviews a case study from the college of behavioral and social sciences (BSOS) at the University of Maryland, and discusses key considerations in implementing a seed program within a college of liberal arts and sciences.

Overview

The current manuscript provides an overview of seed funding and discusses the rationale for such programs as well as the details in their construction and execution. The information included here is based on data and approaches pulled from available online resources, publications from groups such as the National Leadership Council, and a survey of college deans (see below for details). Additionally, we highlight results of the University of Maryland Dean’s Research Initiative in the College of Behavioral and Social Sciences, which was directed by the first author in his previous role as associate dean for research.

To provide specifics on our survey to address how seed funding is undertaken at comparable institutions, we contacted 10 deans from geographical and mission-similar universities with a single comprehensive college of liberal arts and sciences or arts and sciences. Questions focused on whether their college offered seed grant funding, size of awards offered, measurement of success, impact of the funding, and their reflections on these programs. Eight of the 10 deans that we contacted responded, and half of those indicated that their College offered seed grant funding. Of those that did not, the availability of funds through central university offices and seed funds not being viewed as a good use of limited budget were cited as the top reasons why they did not offer seed funds for research.

Common Features of a Seed Funding Program

Goals and Benefits

Seed funding programs provide a tool to support emerging, cross-campus research strengths that exist and fit into campus mission/goals. They can be targeted to and facilitate the impact of strategic goals of a college and the campus
more broadly. Seed funding programs send an important message about research value and can be used to stimulate productivity (grants, intellectual products, student experience). These programs can be focused on proactive efforts but also can be crucial for providing a bridge for productive and previously funded researchers through lean times.

Our survey indicated the most common rationale for seed funding was for building interdisciplinary bridges, particularly when the work may not be ready for funding from federal agencies particularly in the case where the work is sufficiently new and may push the boundaries of those providing peer review. These interdisciplinary applications across units (often referred to as Collaboratories or Collaboratories) were also reported to provide a strong return on investment. Next most common was the funding of small and medium sized grants to a single investigator, as well as bridge funding. Most but not all programs provided priority to junior investigators. While most programs allowed funding to faculty to graduate students, few programs offered seed funding directly to graduate students for their research.

Not surprisingly, seed funding programs were reported in our survey to have an important impact on faculty morale. However, it was also noted that the competitive aspect that comes in the likely case where there isn’t sufficient funding for all projects can also negatively impact morale in at least a small subset of faculty.

Notably, our survey indicated a greater focus on the sciences and less clarity in terms of the role of seed funding for the arts and humanities. Seed funding for disciplines in the arts and humanities have unique challenges and opportunities. Often faculty in these disciplines look to seed funding to support one-off intellectual projects such as completing a book or creating a piece of art that may not take the same step-wise format that many seed funded projects in the sciences take. While these projects may not generate larger external funding, they do contribute to the larger body of research and the status of the college. Arts and humanities faculty strengthen interdisciplinary, multi-unit projects involving faculty from the natural and social sciences. Examples of this can be found in large-scale research projects around themes such as migration, environmental sustainability and human trafficking, to name a few. Arts and humanities departments tend to have larger teaching loads than their counterparts in other disciplines, making funding teaching releases for faculty participating in the above research projects a particularly attractive option for the use of seed funds. To address the issue of equitable distribution of funds across disciplines, a few deans in our survey indicated offering separate allocations for different divisions to ensure sufficient support for the art and humanities.

Use of funds

Similar to the variability of the types of projects seed funding supports, there is considerable diversity in how funds are allocated to these projects. In our survey and other research, we found that there does not seem to be a gold standard in regards to the budget criteria. Some programs focus funds on
equipment and costs associated with gaining pilot data, including research related travel, while others focus on “opportunity costs” such as course release time or summer salary. The scale of the project as well as the discipline of the faculty member often dictate what items are included on the budget.

Our survey indicated travel, pilot data, and equipment costs as the most common allowable uses of funds followed by course releases and summer salary. There are also examples of seed funds where special criteria are laid out by the unit with the call for applications. For example, in some cases there is a clear requirement that projects must articulate direct benefits to students; requiring that the narrative and budget materials must clearly define the number of students who will be impacted by this project and how they will be impacted (internships, course development, scholarships, lab experience, etc.). While less common, some programs focus on community-engaged scholarship and thus the funds may support software, program evaluation, or infrastructure needs of the community partner.

Our findings indicate that there is not one common way to administer a seed fund program. The success of a program will have many variables at specific institutions that can include aligning the project with the mission of the college or university, the needs of the discipline applying for the fund, the scale of the amount awarded, and the metrics put in place to measure success.

UMD Case Study

Prior to 2010, there was very limited seed funding available in the college of behavioral and social sciences (BSOS) at the University of Maryland. There was campus level funding but for a small unit in the behavioral and social sciences, it was difficult to compete very effectively for sufficient funds that often were directed towards the natural sciences and engineering. To address the lack of research seed funding for the college, the dean negotiated a targeted investment from the campus for college-specific seed funding. The initial year of the program began with a relatively large infusion of funds of about $600k and was set to about $200-250k in subsequent years.

Program Development

As shown in the Figure below, the program had a positive impact on research funding in the college in its first two years and it certainly positively impacted morale. However, the program lacked structure and clear strategic direction and the first author of this manuscript was charged by the dean for his incoming role as associate dean for research to revamp the program to strengthen and clarify goals, categories and allocation, selection process, metrics, and reporting and evaluation.

Goals

The BSOS seed funding program was revamped to start with the strategic planning happening in the College and to focus its goals on supporting that planning. This included strategies to increase overall grant productivity, but it also included a focus on interdisciplinary research, graduate student grant writing, and expanded research opportunities for undergraduate students working in teams with faculty. Finally, it also was viewed as an approach to support individual researchers with a focus on junior investigators as well as more senior investigators with a
track record of funding who now needed support following a lapse in funding. Along these lines, funding also was used to support a larger program that had lost federal funding and was exploring other larger scale funding options (ADVANCE program funded by NSF).

**Funding Categories and Allocation**

A wide range of award categories were included with a focus on tying the categories to explicit strategic goals of the College. The following Table outlines these categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Goal</th>
<th>Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaboratory</td>
<td>To promote high impact cross-cutting ideas to spark trans-disciplinary research in BSOS. Funds support the formation of interdisciplinary research teams with resources to develop ideas, conduct research, and seed larger scale projects.</td>
<td>Proposals must include at least two faculty members and at least two different departments within BSOS, additional collaborators are encouraged from across and outside of campus (national and international).</td>
</tr>
<tr>
<td>Level 1 Seed Projects</td>
<td>Support scholarly research projects with a well-defined set of aims and methods, with the specific purpose of “seeding” future external funding applications.</td>
<td>Awards can be used to support a currently unfunded project or a partially/fully funded project that could be expanded significantly with additional funds.</td>
</tr>
<tr>
<td>Level 2 Seed Projects</td>
<td>Support scholarly research projects with a well-defined set of aims and methods, with the specific purpose of “seeding” future external funding applications.</td>
<td></td>
</tr>
<tr>
<td>BSOS ADVANCE Scholars</td>
<td>The BSOS ADVANCE Scholar Award will support a junior scientist who will serve as Principal Investigator and a senior scientist who will serve as Co-Investigator/Mentor.</td>
<td>Principal Investigator must be a woman and be at the rank of Assistant Professor. The senior scientist also must be a woman and rank beyond Assistant Professor.</td>
</tr>
<tr>
<td>Category</td>
<td>Goal</td>
<td>Requirements</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Post Start-up Research Support</td>
<td>To support research activities after traditional start-up packages end. Focuses on a project that can be developed further into an external funding proposal.</td>
<td>Must be in years 4-6 of initial appointment at UMCP.</td>
</tr>
<tr>
<td>$10,000 for each award</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Master’s Thesis / Pre-candidacy Research</td>
<td>To support Master’s Thesis or comparable Pre-candidacy Research expenditures (e.g., participant payment, travel costs, conference fees). Funds cannot be used to supplement stipends.</td>
<td>Must be in good standing in their program, in their first 3 years since entry into the program, and yet to complete the thesis project.</td>
</tr>
<tr>
<td>$1,500 for each award</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctoral Dissertation Research</td>
<td>Supports support Doctoral Dissertation research expenditures (e.g., participant payment, travel costs, conference fees). Funds cannot be used to supplement stipends.</td>
<td>Must be in good standing in their program, have advanced to candidacy, in their first 6 years since entry into the program, and yet to complete the dissertation project.</td>
</tr>
<tr>
<td>$2,500 for each award</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BSOS Summer Scholars</td>
<td>Supports undergraduate students independent research projects in the summer. Students may expand their research into an independent study or Honors thesis during following fall semester.</td>
<td>BSOS Summer Scholar proposals are jointly submitted by the undergraduate student and the faculty mentor who provides a support letter.</td>
</tr>
<tr>
<td>$3,000 for each award</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mentored Undergraduate Research Teams</td>
<td>To support creative efforts to provide outstanding undergraduate research experiences to a small group of undergraduates.</td>
<td>Students should be BSOS majors unless the application includes a clear statement arguing for the value of targeting students outside of BSOS.</td>
</tr>
<tr>
<td>$2,500 for each award</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Selection Process and Criteria*

To provide as fair and equitable of a selection process, the BSOS brought together one faculty member from each of its 10 departments. The faculty member in a particular department served as the lead reviewer for each grant from their department (unless there was a conflict of
interest) but all committee members voted on each application (modeled off the NIH grant review approach). Unlike tenure review where departmental colleagues often are recused, there was concern that the level of expertise needed to evaluate the proposals would be insufficient if the departmental representative was recused. It is notable that even with ensuring representation from all 10 departments, it was clear that the level of specificity and disciplinary knowledge needed to evaluate these proposals equitably was challenging. Anecdotally, it appeared that having someone closely tied to your discipline not only didn’t provide an advantage, but there appeared to be significantly higher standards in reviews from those individuals.

**Metrics**

The metrics on which an application is funded is central to the success of the program. From our survey of other deans, most reported that the quality of the current idea was more important for funding. We aimed to place as much focus on outcomes as the merit of the idea itself. We also were sure to align the metrics with the larger strategic goals of the college. The guidelines for metrics were constructed to emphasize these issues and are reflected below.

In addition to the intellectual merit of the proposal, preference will be given to applications that: a) show previous efforts to obtain external funding; b) provide a detailed plan for meaningful outcomes resulting from the seed award with a timeline of measurable outcomes that include research activities, funding efforts, and scholarly products; c) provide support for students from underrepresented groups; and d) propose particularly efficient use of funds and smaller budgets as appropriate.

Asking faculty at the start of the process to focus as much on the products of the funding as the idea itself was challenging for some group members at the start of the process, though there was acknowledgement by the end of the process that this approach was a bit more objective.

**Reporting and Evaluation**

Outlining metrics is a crucial step in building a seed program, but these metrics aren’t relevant if the proper reporting and evaluation process isn’t in place. It was our experience at the start of the BSOS program at UMD that while significant energy would go into choosing the most meritorious applications, little emphasis was provided for reporting from the investigators on outcomes as well as overall program evaluation from the dean’s office. Of note, in the initial years of the program, the reporting occurred upon the end of the funding period. In most cases, this wasn’t a sufficient time for the likely outcomes to have come to fruition and the reporting indicated most often that progress was ongoing. This made any real evaluation quite limited. Outcomes were tracked over time to establish success but there was no sense of accountability in cases where outcomes weren’t achieved.

We instituted several strategies to provide a clearer focus on achieving the stated outcomes, which is particularly relevant to the extent that the emphasis on proposed outcomes in the stated criteria for funding decisions. As noted below, we instituted a progress report.
9 months into the 12-month funding. This allowed for the evaluation of outcomes that were proposed mid project and served as a reminder to recipients of the impending final report. That final report was extended out a full 9 months after the end of the project (at 21 months). This timeline was chosen to provide sufficient time for proposed outcomes to come to fruition (and be reported on) and to coincide with the proposal evaluation for the next year of seed funding. The guidelines for reporting and evaluation were constructed to emphasize these issues and are reflected below.

Acceptance of funds acknowledges your willingness to provide a one-page progress report at 9 months and again at 21 months, and to attend a meeting of seed funding recipients to present progress at these same time points. Please note that research funding must be spent in the first year (carry-over is not permitted) but there is an expectation of continued progress from the project at least through a second year. Progress reports will include the initial proposed timelines and actual progress for research activities, funding efforts, and scholarly products. Where a disparity exists, a plan for addressing this disparity going forward must be proposed.

For the timeline referenced in b) above, greater detail will increase odds of seed funding and should include target funding agencies and deadlines for applications as well as possible publication outlets and submissions timelines for the products. Specific details of actual productivity may vary from what is proposed (submission to Journal X instead of Journal Y, or grant submissions in June and October instead of February and June) but the overall scope should be consistent.

**Results/lessons learned**

The results of the program as a function of grant dollars awarded for a given year of seed funding are provided in the figure below. As can be seen the return on investment indicated the value of the program in the initial two years, but clearly the increased focus on goals, categories and allocation, selection process, metrics, and reporting and evaluation in the third year had a dramatic impact on return.

It is important to note that return on investment is challenging to interpret with full clarity. Indeed, it is difficult to determine with any certainty that a particular successful grant would not have happened at all or with the level of success if seed funding wasn’t available. The results here when considered across years provide are quite meaningful in suggesting the importance of the added focus across years, but the larger point of clearly establishing impact of a seed grant is challenging. It is also notable that return on investment as measured here requires an appreciation for the fact that the investor is largely not the one reaping the financial rewards. It is true that a share of indirect costs is returned to the college which can offset some of the costs, but this investment is best conceptualized with the return considered in terms of research output, staff and students hired and getting significant development experiences, and the overall prestige of the unit. This of course has many benefits, but it is not in the same currency as the investment, which may be more relevant in difficult financial times.
Building a Seed Program from the Ground

There are many useful lessons that emerge from the survey of deans, the results of the BSOS program, the goal of being strategic with seed funding, and the complexities of addressing the full range and needs of a comprehensive liberal arts and sciences college. In a time of uncertain budgets, efforts to develop seed programs must consider creative strategies raising the necessary funds. Research funding may not always be the first thing on the minds of endowment officers and potential funders, and therefore it is important to be able to tell the story of the full impact of research.

Being able to articulate how research builds the prestige of the institution is important. However, the ability to emphasize how more research funding has an impact on the education mission for students also can be of great importance. For our college this includes a focus on developing student research experiences that result from increased research and funding for that research. Building enthusiasm for these fundraising priorities and for the use of internal funds for seed grants requires a clear message in how these opportunities support the range of the goals of the college.

While there are many standard ways that seed programs have operated in a very successful manner, there are somewhat nontraditional approaches that also could be considered. Most approaches tend to provide one infusion of funds. One alternative approach would be to provide very small funds up front with little review of the original idea but with significant review of progress, with strong progress producing additional...
funding. A second approach would be to hold a portion of funds to support highly meritorious but unfunded applications that have been submitted for external funding. If an application is viewed positively, it is quite likely that additional progress would have a positive impact. This approach can be ideal to stimulate graduate student funding, where low funding rates for external grants can be a clear impediment to students submitting applications for these grants. Likely neither of these approaches alone would make for an ideal strategy for program evaluation, but there could be value in efforts to consider integrating aspects of these approaches into more traditional seed programs.

Conclusion

Clearly, seed funding is a crucial part of a research-intensive college. At a time where budgets are shrinking, college’s may find fewer resources available. For this reason, there must be considerable creativity in how funds are raised and how programs are established to support research productivity along with the strategic goals set. While not without a range of challenges from raising the funds to building the program and selecting awardees, there is no doubt that seed funding can be an essential part of the research mission of a comprehensive liberal arts and sciences college, particularly when developed and conducted in a strategic manner.
Staying Strong and Healthy: Minimizing Cardiovascular and Metabolic Effects of Androgen Deprivation Therapy: A Study in Transition

Sally L. Maliski, Elisabeth Hicks, Alana Enslein
The University of Kansas Medical Center

Over the past decade, use of androgen deprivation therapy (ADT) to treat prostate cancer has risen seven-fold, from 9.8% of patients in 1989-1992 to 74.6% in 1991-2001 (1). ADT is used as neoadjuvant and adjuvant treatment with radiation therapy (RT), to treat recurrence following primary treatment with surgery or RT, or when the cancer is in an advanced stage at diagnosis. While ADT has demonstrated survival benefits, it also is associated with increases in metabolic and cardiovascular risks. Men receiving ADT have been shown to develop dyslipidemia, decreased arterial compliance, increased insulin resistance, weight gain with increased visceral fat deposition, decreased bone mineral density, decreased libido and erectile dysfunction, fatigue, cognitive changes and depression (1-12).

Importantly, cardiovascular disease (CVD) is the leading non prostate-related cause of death among men with prostate cancer, accounting for 11-21% of deaths (13). Men on ADT have a 20% higher risk of myocardial infarction (MI) and congestive heart failure (CHF) than their counterparts not on ADT (14). Also, data from the Prostate Cancer Outcomes Study (PCOS) (15) indicates that prolonged use of ADT increases the risk for diabetes and depression as well as risk of CVD and related MI and CHF (Penson, personal communication). Further, Latino men are more likely to be diagnosed with later stage disease (16-25) and have been underrepresented in previous studies. Latino men in general have higher rates of metabolic syndrome, diabetes, obesity, and hypertension (28, 34-41).

Additionally, we have found that Latino men start treatment for prostate cancer with lower health related quality of life (HRQOL) and that HRQOL declines over time for men on ADT relative to other treatments for prostate cancer (43). However, we have also found that these men are very interested in making changes that will improve their health, as are the wives of the married men (44). Finally, we are finding that Latino men are unable to identify effects of ADT other than hot flashes and sexual dysfunction demonstrating a lack of awareness of the metabolic and cardiovascular effects of ADT. Starting ADT may be a “teachable moment” to intervene with education and support for progressive individualized behavioral changes to minimize cardiovascular and metabolic effects of ADT. Strategies which have been proven to improve risk profiles in other contexts are being used with this population.

Presented here is a description of an NIH-funded randomized controlled trial of intervention to minimize cardiovascular and metabolic risk for Latino men on ADT. Participants will be randomized...
into either an intervention group or an attention control group. Specifically, this study aims to:

- Compare pre- and post-intervention body mass index (BMI), lipid profile, waist/hip circumference and blood glucose levels within and between groups
- Compare pre- and post-intervention HRQOL and depression within and between groups
- Develop and compare explanatory models of nutrition and activity choices between groups
- Evaluate acceptability and benefit of the intervention from participants’ perspective

**Methods**

We are using a RCT design with the added feature of a constructivist grounded theory (20) component with a subset of 30 participants from the intervention group and 30 from the attention control group.

**Recruitment**

We are recruiting 150 Latino men who have initiated ADT within the past 3 months. The study coordinator is working with office staff of urology clinics in a Midwestern city to identify participants who are potentially eligible for the study and obtain permission for study staff to contact the potential participant to explain the study. Inclusion criteria are:

- Self-identifies as Latino
- Within 3 months of starting ADT
- Diagnosed with prostate cancer
- Able to read and write in English or Spanish
- Not prohibited from exercise by a physician

Men identified by clinic staff and who give permission to be contacted, will receive a call from the bilingual (English-Spanish) study coordinator to explain the study, determine eligibility, answer questions and obtain verbal consent. Men will be randomized into the intervention or control group as they enroll. The study coordinator will contact consenting men to schedule the baseline visit at the translational research unit. Men are encouraged to bring their partner or an adult child. Assistance with transportation is provided if needed.

**Procedures**

Prior to the baseline visit, the study coordinator will contact all men and instruct them not to eat or drink after midnight before their visit. The coordinator reviews the study, provides direction to the translational research unit and ascertains whether transportation assistance is needed. Men are greeted by the study coordinator upon arrival, introduced to the study nurse, and taken to the unit for their blood draw. Breakfast and beverage are then provided. Next, the study nurse takes the participant’s blood pressure, and measures weight, height, waist and hip circumference. The study coordinator and study nurse then administer study instruments including general and disease-specific quality of life measures, a physical activity questionnaire, 24-hour food recall, and depression measure. This concludes baseline measures. The same measures are repeated at six months and 12 months.

**Intervention**

At the baseline visit, those assigned to the intervention group receive a smartphone. The study cultural liaison instructs men in the use of the phone. All
materials for the intervention education curriculum have been preloaded onto the phone. Men in the intervention group then receive a physical fitness assessment including upper and lower body strength and VO2 Max administered by co-I exercise physiologist. The assessment is then used to develop an individualized progress exercise plan and goals. Similarly, a personalized nutrition plan and goals are developed from the nutrition assessment.

Men and their significant other then receive a weekly call for three months from the study nurse and cultural liaison who is bilingual/bicultural utilizing the smartphone. Each week there is an educational component, activity component, nutrition component, and discussion of goal setting relative to activity and nutrition for the following week. The education topic for each week has been preloaded onto the smartphone along with exercise demonstration videos. Supplemental material can be sent to men as needed. Co-Is consult with the study nurse on nutrition and activity for participants as well any medical questions that arise. Additionally, participants are referred to their primary physician when concerns arise. During the next three months, men receive a monthly call from the cultural liaison to monitor, assist, and coach with the nutrition and activity plan established at the end of the three months of weekly calls. Men then return for the 6-month data collection visit. There is no contact between the six-month and 12-month data collection visits to ascertain stability of intervention outcomes.

Qualitative Component

A constructivist grounded theory approach is being utilized for this portion of the study to explore differences in decision-making processes related to nutrition and activity between the two groups. A subsample of 30 men from each group will be purposively selected for semi-structured interviews focusing on how they made choices about food selections and exercise. Additionally, men in the intervention group will be asked about their experience of the intervention including what was and was not helpful, ease of use of the smartphone, and ability to set, accomplish, and maintain weekly goals.

Analysis

Analysis will include both quantitative and qualitative techniques. Preliminary analysis will include descriptive statistics for each measure at each time point, assessment of distributional characteristics including outliers, evaluation of missing data, and assessment of reliability. Intervention and control groups will be compared for baseline equivalence on metabolic indicators and HRQOL, as well as other selected factors (e.g. sociodemographics, co-morbidities, medications, primary prostate cancer treatment, acculturation, diet and activity indicators, etc.) using t-tests or chi square tests relevant to the distributional characteristics. The correlation of these possible covariates to the outcome measures will also be examined.

Analyses for the first aim will compare groups in terms of their change in metabolic indicators over time using a mixed effects model for repeated measures, in which group is considered a fixed between-group factor (101, 108). This approach will allow inclusion of covariates determined in preliminary anal-
yses in order to adjust for baseline individual differences that might impact patterns over time. This will also allow for inclusion of all available data points for each individual, even if the data vector is incomplete due to attrition. Each outcome indicator will be considered a dependent variable in separate models. In these models, the group-by-time interaction term will be examined to determine differences between groups over time. Additional contrasts will examine the shape of the pattern of change over time within each group, specific changes from baseline to 6 months and baseline to 12 months within each group, and the difference between groups at each observation point. Interaction effects will allow further examination of covariate relationships to these differences over time. A similar approach will be used to address the second aim with HRQOL and disease-specific HRQOL as dependent variables.

The third and fourth aims will be met through qualitative analysis of interviews conducted at the 12-month data collection visit using grounded theory techniques (Charmaz 2006). All interviews will be audio-recorded and transcribed verbatim. Transcripts will be entered into Atlas ti.v2 for data management. Initially, the PI will read transcripts in their entirety and proceed to segment-by-segment coding. Related codes will be clustered and developed into categories describing process used by participants to make food and activity choices. The study team will independently code several of the same transcripts and meet to confer and agree on categories. The team will then continue coding and categorizing with periodic meetings to develop full description for each category that includes properties and dimensions and identify relationships among categories. For the intervention group, we will explore categories for explanations of adherence and non-adherence. We will also compare the explanatory frameworks developed for each group relative to nutrition and activity decision making. These explanatory frameworks will be used to contextualize the interpretation of the outcome measures taking into account participants’ decision process, context factors which influenced outcomes, perception of importance and relationship of nutrition and activity to HRQOL and health during ADT.

Institutional Transitioning of the Study

At this point, the study is in transition between two major universities. The process is a lengthy and complex one which demands constant communication. An initial step involved identifying the resources and technology at the new institution necessary to conduct the study. This included building the infrastructure with new co-investigators, consultants, as well as hiring a new research manager and research staff. Fortunately, the resources and expertise were available at the new institution and there has been immense support from interdisciplinary teams.

As recruitment is pertinent to study success, it was necessary to be proactive about understanding where the potential participant pool of Latino men starting ADT would be coming from. We found that this pool was much smaller at the new university; however, an African
American population was more abundant. We thought it would be interesting to explore this underrepresented population as well, and thus, were granted permission by the NIH to expand our recruitment to men of any ethnicity. The new team has been able to identify strategies for recruitment which include working with local urology clinics and community groups for the identification and potential enrollment of participants. During this time, study work at the original institution was being transitioned from recruitment to preparing for the transfer of the study.

Mechanisms for transfer of data collection procedures, documentation, tracking, storage and management had to be developed. This continues to involve collaboration and communication between many different parties, including but not limited to the research manager at the new institution with the study staff at the transferring institution, as well as medical informatics at the new institution to build the framework for data collection and storage. Additionally, study equipment such as smartphones, resistance bands, heart rate monitors, and gift cards for participants had to be moved from one institution to the other.

Finally, there has been ongoing communication with the NIH to meet requirements for relinquishment of the grant by the original institution and acceptance by the new institution. There have been both formal and informal communications to accomplish this. This has included reformulation of the study budget, modification of methods to fit the new site, and obtaining IRB approval at the new institution. During this time, recruitment and study activities have had to be suspended until the grant is officially transferred to the new institution. As there are many moving parts involved in building a new infrastructure and developing resources while maintaining communication with the original site and overseeing transitional processes, we have come across unforeseen limitations. Fortunately, these hurdles have provided opportunities to learn, grow, and develop new processes to benefit the future of the study. While it has been an arduous process, we have learned that maintaining close and open communication among all parties is critical to a successful grant transition.

**Recommendations**

Primarily, communication is essential. As soon as it is known that a PI will be requesting to transfer a grant, it is imperative that he/she has a discussion with the current institution’s dean or associate dean for research and with the counterpart at the receiving institution. Being proactive about and maintaining quality communication is necessary for both institutions. Concurrently, the PI can be informing the study program officer of the impending transfer and seek guidance as to NIH process requirements. Understanding the NIH guidelines up front will help for a smoother transition. Next, optimal timing for relinquishment and acceptance can be determined such that budgetary modifications can be negotiated and approved with minimal loss of time for study activities. These timelines will dictate when it is appropriate to ship materials to the new site as well as data and systems transfers. The goal of a grant transfer is to have everything in place at the new institution in order to start study activities as soon as the transfer is official.
In addition to starting procedures and data collection at the new site, it is just as important to accommodate completion of study participants at the original site with smooth closeout operating procedures.
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Attracting and Retaining Competitive Faculty – Startups, Core Facilities, and Investment Strategies…Oh My!

Peter K. Dorhout, Vice President for Research
Kansas State University

This paper explores the challenges of attracting and retaining competitive faculty at Kansas State University. In order to reach its strategic goal to be a top 50 public research university by 2025, the university has focused on student achievement, retention, and success, along with responding to state initiatives to provide more engineering graduates to meet future state needs. Kansas State is committed to supporting its faculty and graduate programs by developing strategies to improve salaries and other forms of support. A key factor in meeting the goal of a top 50 university, is the ability to grow the research enterprise through focused investments in core facilities and institutional support structures that will enable faculty to be competitive for extramural funding, particularly in interdisciplinary and inter-institutional grant programs. Moreover, improving the policies and processes that enable partnerships with industry to flourish and faculty to pursue patents and technology licenses will open new doors for the institution. In an environment of diminishing state appropriations for higher education, it has become more critical to develop diversified strategies to fund startup commitments for faculty and core facilities that will support new hires or retain key members of our community.

The presentation that follows builds off of the anxiety that I experienced starting my position as the Vice President for Research in 2016. Startups, core facilities, and investments…oh my. This anxious chant, which has hounded my first six months on the job, reminded me of a famous journey for a young girl in Kansas, set in earlier days, and the challenges facing Metro-Goldwyn-Mayer studios in the 1930s to adapt a children’s story to new film-making technologies and a broader audience of movie fanatics. Does the metaphor of creating a movie during the Depression, investing in new technologies and methods, and taking chances on new actors and actresses compare with my challenges and opportunities? Does the storyline of Dorothy’s journey align with the broader university research enterprise? Startups, core facilities, and investments…oh my…three very scary creatures in the university jungle.

The Opening – Scene 1. The Talk.
The invitation to speak at the Merrill Research Retreat in July 2016, came with the caveat that I could speak about anything I desired, but the organizers needed the title as soon as possible. What had been plaguing my thoughts as a new vice president for research at Kansas State University were the requests that seemed to be rolling in near the end of the fiscal year for budget reduction plans. Kansas
was enjoying another in a long litany of missed monthly revenue targets for the state, which was putting pressure on the annual appropriation for higher education.

Kansas State University was also completing the first five years of an ambitious fifteen-year strategic plan to become a top 50 public research university by 2025, during which time state revenues were not supporting the necessary investments for sustainable growth in the research enterprise. We were entering the perfect storm of flattening student enrollments (high school enrollments were declining), increasing retirements (aging baby boomers), and a reduced state appropriation (state revenues). Finding resources to address faculty retention and hiring quickly rose to the top of my concerns list.

Startups, core facilities, and investment strategies for research are the keys to attracting and retaining competitive faculty. Startups, core facilities, and investments...oh my.

The 2014 Higher Education Research and Development survey\(^1\) may be interpreted to reveal the rank ordering of public universities in the U.S., where it placed Kansas State in the 73\(^{rd}\) spot on the list. The Arizona State University Center for Measuring University Performance placed K-State at number 70 in its 2014 annual report on Top American Research Universities.\(^2\) To be included in the top 50 public university ranks, Kansas State will need to increase its annual research expenditures by nearly a factor of 1.75 by 2025.

Such a goal is neither inconceivable nor impossible. Compounded growth at 6.5% per year will exceed our goal. From 1990 to 2000, the research expenditures at Kansas State grew by 9.5% per year.\(^3\) During that same period, the increase in federal research spending was nearly flat, growing only by 3% over the entire ten-year period.\(^4\) From 2000 to 2010, the research expenditures at Kansas State grew by 7.5% per year; the federal budget for research grew by 4% per year. Even as the federal research expenditures contracted from 2010 to 2015 by 4% per year, the research expenditures at Kansas State grew by 3.8% per year.

Since 1990, the university has consistently out-performed the federal research budget growth or contraction, but have we reached that fork in the road where the wrong choice may take us off the smooth path? Will our confluence of budgetary low-pressure systems bring about a perfect wall cloud to whip up a fury of tornadic winds that will bring down our house? Startups, core facilities, and investments...oh my. This sounds familiar....

**Flashback – Scene 2.**

I imagine the Metro-Goldwyn-Mayer writers in mid 1936, 80 years prior to this research retreat of the Merrill Research Center, struggled with their perfect storm following some lean years. MGM, only recently converted to “talkies” and starting to compete well for talent and a share of the movie industry, was seeking a blockbuster movie following the death of Irving Thalberg.\(^5\) United Artists group, including Walt Disney and Hal Roach, was competing successfully for market share, and the new technologies of the time – sound, color movies, and other cin-
matic shifts – were impacting the business. Nevertheless, the Depression had taken its toll on the movie industry, which, by 1936, was beginning to enjoy a renaissance due to new technologies and equipment.

In 1938, writers began working with the script for a fantasy story that had flopped as a movie in the mid 1920s, but had renewed interest given the color technology of the time. Disney had penned a contract for exclusive rights for the Technicolor three-strip process for cartoons in 1934, with an embargo until 1936, and he was in the production phase of Snow White, which was released in 1937. MGM was looking for a hit, but it would come at a cost. The startup was incredible – the mechanics of Technicolor filming and showing in the mid-1930s was cumbersome and incredibly costly, recruiting and retaining new actors and actresses to play the parts were challenging, and the investments would not pay off for almost 10 years.

So, when production began in 1938 on The Wizard of Oz, the storm had not yet cleared. MGM was also betting on another major book to become a blockbuster motion picture: Gone with the Wind started production the same year, and it would steal away one of the Oz directors. Buddy Ebson, first cast as the Tin Man, suffered a reaction to the aluminum paint used on him and had to leave the filming. The cast of munchkins and Emerald citizens commanded a colossal costume budget. The film’s special effects left a number of critics wanting for something better, and while nominated for an Academy Award, the Best Picture Award went to Gone with the Wind. Best Song and Best Original Score awards were the only two accolades received for the film in 1940. It would be nearly 70 years later that the American Film Institute listed The Wizard of Oz among the Top 100 movies, songs, and quotes, including one that is dear to us in Kansas, “Toto, I’ve got a feeling we’re not in Kansas anymore.”

Present Day – Scene 3. The Leader.

Compare and contrast the university version of the challenges of attracting, retaining, and investing in the faculty and the research enterprise with those experienced by Director Victor Fleming, who also left Oz to finish Gone with the Wind. So, let’s focus first on the change in leadership. The screenplay for Oz did undergo regular tweaking as scenes were rehearsed, filmed, and reviewed. Like a university Strategic Plan, the screenplay lays out a basic vision and framework for the movie, but reality sometimes gets in the way. As the directors changed, some of the character traits changed, altering slightly or significantly from the way L. Frank Baum envisioned them. Indeed, this is a delicate balance between how so many readers of the Oz series of books viewed the characters and their personalities and how they should appear on film – the difference between fame and flop often lies in the balance.

University leaders are faced with the inherited legacies of those who led before them: Strategic Plans, alumni culture, and campus culture – “we’ve always done it this way.” When leadership changes, there is a moment of chaos when people question the script, the blocking, and the character relationships. Will the Strategic Plan still be valid with the new leader? Will we continue to follow our
previous processes for making decisions? Will the institutional supporters continue to help meet the financial goals of the Plan?

Unlike the screenplay, the university community should be involved in creating the Strategic Plan. The leader provided some of the vision, but the “cast” is engaged in creating the living document that moves the story forward. While the paths to get to the desired outcome may be different under new leadership, or as a result of changing funding climates, the goal or goals should remain the same.

An effective Plan should be developed from the ground up, not the top down, so the “screenplay” should be owned by the entire cast, which is what makes it the strongest document it can be. Yet, the university should not be considered only as an “organization as theater,” which serves as the metaphor for this paper. Bolman and Deal wrote, “the symbolic frame encourages us to view organizations as theater and organizational activities as dramaturgical performances played to both internal and external audiences,” when considering strategic planning. Citing Cohen and March, “there are four symbolic roles for plans in universities: 1. Plans are symbols; 2. plans become games; 3. plans become excuses for interactions; and 4. plans become advertisements.”


There are four symbolic roles for the Plan. First, there is the symbol itself. The Plan could symbolize that “all’s well, and even better just around the corner.” For Dorothy and her traveling companions in the story, the symbol is the Emerald City – that’s where the Wizard resides, and, to paraphrase Kander & Ebb, if they could make it there, they could make it anywhere. I appreciate that I should not mix the story line of Oz with the making of the movie, but the two are intertwined. The dynamic environment of the movie production was influenced by the characters and morals of the story as well as by the dynamics of the leadership and the technology changes impacting filming. The screenplay, and arguably the story within it, were part of the symbolic Plan.

When Plans become games, they embark on a new line of strategy – a test of wills. Within the story of Oz, Dorothy and the Witch were engaged in a test of wills, as were her three traveling companions who were trying to storm the castle to save her. Within the filming and production of the movie, there was a test of wills between actors, directors, and producers, each with his or her own vision of how the story should be portrayed.

Screenplays do become susceptible to changing conditions. So, too, with Strategic Plans. For example, not reaching a particular goal or metric is often a time to retrench and refresh the Plan. Not having the technology yet to float a Good Witch in a bubble or melt a Not-So-Nice Witch, meant changing the scenes rather than bringing the cast together to discuss how to move forward with the available technologies. When we in the university setting have a Plan, it is often the excuse for not discussing tactics any longer, which often creates animosity towards the Plan and not the leaders who are using it in this manner.

Finally, ever mindful of the patrons of the project, the screenplay can often be
used as an advertisement for the beauty of the finished product. *Oz* showcased fantasy in a manner not yet seen by audiences of the times. The Emerald City idolized the good life of the average Emeraldcitizen, complete with the full makeover of the day. The movie itself became an advertisement for new color cinematography and a rising singing star under contract with MGM.

The Strategic Plan for transforming any organization, like the screenplay for *Oz*, is only as good as the talent it guides and the leadership that embraces creativity and finds a path forward. A screenplay does not mention all of the blocking and tackling required on each scene, let alone outline precisely what success will resemble when completed, and a Plan does not necessarily provide all of the tactics required to be successful. Implementation will be fraught with obstacles easily be enhanced by the talent that it gathers along the way.

**Present Day – Scene 5. Change for the Better.**

Investment strategies are unique to each institution and situation, but they reach back to the screenplay, and the ultimate goal. For Kansas State, that goal is to become a Top 50 Public Research Institution by 2025. No strategies or tactics there. No metrics other than how the nation defines top 50 universities. In the opening scene, I set the stage for how that goal would be measured and cited research and development spending. The government spending trend on R&D actually pales in comparison to the overall

![Figure 1. Total Research & Development Spending by Sector Over 60 Years](image)
spending by industry and others. Consider the graph in Figure 1 constructed from data from AAAS. In 1990, the federal government provided 40% of the total investment in R&D funding in the U.S. By 2010, that fraction fell to 30% of a total expenditure profile that increased by 77%, from roughly $250 billion per year to over $443 billion per year. Industry investments in research during this 20-year period grew by nearly 100% compared to the growth in federal investments of only 36%. Moreover, 2010 represented a high-water mark for federal R&D spending.

Not all R&D funding is created equal. The share of federal R&D funding going to academic basic research has been steadily growing from the 1950s until today, with roughly 24% of the total R&D funding directed to basic research, of which over half goes to universities. Another 24% of the federal R&D budget is directed to applied research, of which about 25% goes to university research efforts. The largest share of federal funding, over 50%, goes to support development, and universities are very small players in this area. In fact, in the larger picture of a $450 billion per year total R&D budget in the U.S., only about 15% funded university research, basic, applied, and development, in 2013. The portfolio of research at Kansas State University in 2014 was not much more diversified than many other public research universities. Only 3% of the total research expenditures for K-State came from industry partners in research. About the same percentages each came from each private foundations and gifts.

Support for our research enterprise originated from federal grants (roughly 33%), institutional funds (33%), and the balance from state and local funding (25%). Based on the sector where the funding is or is not poised for growth, the research enterprise at K-State could be greatly enhanced by creating a culture that embraces industry partnerships; moreover, such a culture aligns with our land-grant mission, which is dedicated to bringing our new knowledge out to the public for public consumption.

Investing in research to grow the enterprise includes supporting infrastructure, facilities, and new faculty hiring strategies. Facilities and Administrative costs charged to grants should be dedicated to investments in the research infrastructure. However, changing state budgets have meant that some of those resources have been redirected to cover budget shortfalls in research support areas. Building and deferred maintenance budgets have also been impacted that also stress the F&A resources. Startup costs for new faculty hiring have been growing each year. The annual report from Burroughs-Wellcome in 2010 put average startup costs over $800,000 for biomedical sciences faculty, over $710,000 for physical sciences, and $720,000 for engineering faculty, and it hasn’t gotten cheaper.

With diminishing state resources putting pressure on F&A budgets, investing in core facilities or other areas of the research enterprise has become challenging. Faculty salary stagnation due to state budgetary pressures has put many of our best performers at risk for being recruited away. Recruiting and retaining
faculty has become a perennial challenge for state universities, particularly given the resource constraints. Nevertheless, we must be strategic in our hiring as outstanding faculty retire and as programs grow to meet student demands.

Universities must identify their strengths and invest in core facilities that permit groups of faculty and staff to work collaboratively around larger projects. While shared equipment may not be ideal in some cases, larger equipment that requires a support infrastructure to maintain or staffing to train students to use it will be less cost-prohibitive. While operating as pure cost centers is not often sustainable, some central support for shared facilities can reduce the costs to research grants and contracts. For some institutions, this model is a culture shift from how things have been.

While these changes may not seem like they are for the better, changes such as these can be for good. The sustainability of public and land-grant research universities depends on culture change. Partnering with industry, large or small, ensures that our research is supported through diversified funding sources and that our best ideas are making it to the market place. Evaluating investment strategies for our limited Facilities & Administrative resources should ensure sustainability of our strengths and enable us to continue to educate the students who become our next generation of Kansas professionals.

Present Day – Scene 6. There’s No Place Like Home.

After more than a decade in theaters, during a very difficult time in our nation’s history, Oz finally turned a profit and became one of our most beloved films. Good had triumphed over evil on so many fronts. In the 1940s, millions of young Americans made journeys that they never should have made, and many made the ultimate sacrifice so that good would prevail. Dorothy’s journey would serve as a metaphor for so many different coming-of-age events; the story is timeless and easily understood by generations since and to come.

Does the journey of the making of Oz serve as a good metaphor for the coming-of-age for the research enterprise? I submit that it does. I have accounted for prohibitive costume and special effects costs, technology costs in filming, and the competition with other films luring away some of the best actors and directors of the times. I accounted for changing plans that impacted what the viewers saw on film and how the characters were portrayed. Plans and screenplays that, when proven to be inflexible and unresponsive to changing conditions, find their way into the dustbin of history. So, too, will be the fate of our plans for transforming the research enterprise if we ignore the opportunities to adjust our strategies as the conditions warrant.

“But wait,” you say? “Haven’t you forgotten the ending of the story?”

On the remote chance that you, the reader, grew up in an environment devoid of this particular movie or book, I will not provide a spoiler. I will tell you that Dorothy matured during her time in Oz and mustered the wisdom, the courage, and the heart to succeed on her personal journey. She was confronted by the allure of the newness and the color of a magical place, yet she prevailed. To use
the university as a metaphor for her experience, she had an unusual internship opportunity, she networked with the denizens of Oz, and she was able to work with a diverse team of interdisciplinary colleagues. Sometimes the critical infrastructure to support her journey was paved with gold, and other times it was a foreboding and entangling forest of self-doubt and fear. The Wizard who was “all powerful” and came across gruff, turned out to be a horse of a different color. In short, Dorothy grew up.

Why do we gather each year with colleagues, mustered together by the leadership of the Merrill Advanced Studies Center at the University of Kansas, to focus on improving the research environment for our institutions? I do not believe that the conference is organized to share only what we have done, or done well, but what we are going to do, the journey we will take, and the revelations we will bring back. Why we gather together across the four-state region to confront our challenges and combat our demons is not to boast about our talents, but to address our issues through collective dialog and interaction. Our journey at Kansas State is one that is focused on improving our part of the world, changing for the better so our students and faculty will prevail, because there really is no place like home.
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